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Foreword
Michael TomaselloDuke University

This volume is dedicated to Elena Lieven. To review Elena Lieven’s career is to review the history of the modern study of child language acquisition. She was there, as a graduate student at Cambridge, for the initial meeting of the International Association for the Study of Child Language (IASCL) in 1970. She was there, in the UK, at the founding of the Journal of Child Language (JCL) in 1974 at the University of Manchester. In 1979, she took up her post in the Department of Psychology at the University of Manchester, which she still holds today, as Professor. She was editor of JCL from 1996 to 2005, and president of IASCL from 2008 to 2011. No one has played a more central role in the field – from its founding until today – than Elena Lieven.
From the beginning, Elena felt deeply in her bones – based on extensive observations of many different children learning to talk – that theoretical accounts in terms of innate linguistic universals were missing a vital part of the process: individual and cultural variation. Her influential early papers thus focused on such things as variation in adults’ speech to children, variation in children’s word learning, and variation in children’s grammatical development. And she did fieldwork in New Guinea in the 1970s as well, providing the experiential basis for several important chapters on cross-linguistic and cross-cultural variation in language acquisition, most importantly her seminal chapter in the Slobin cross-linguistic volume in 1997. She continues her cross-cultural fieldwork to this day, for example, in her recent study of Nepalese children’s acquisition of Chintang. And most important for our subsequent work together, and also in opposition to innate universals, she also published during this time – in collaboration with her students Julian Pine, Anna Theakston, Caroline Rowland, and others – important studies on the lexically-based nature of children’s early grammatical productions.
When I was asked to found a department of developmental and comparative psychology at the Max Planck Institute for Evolutionary Anthropology in Leipzig, Germany, the first call I made was to Elena Lieven. We sat on the lawn at UC Berkeley scheming how we could redirect the field from a focus on innate formal grammars to a focus on children’s active construction of a language from their social and linguistic interactions with others. This change of focus was not only empirically responsible, but also dictated by Elena’s political consciousness – an important part of her personal identity for all her life – in which one must never underestimate the creative power of individuals to learn and to change and to express themselves.
We may not have reached all of our ambitious goals in Leipzig, but we made important scientific progress. Elena ran our dense database project, both in Germany and England, leading to a number of important empirical papers as well as a number of dense corpora that were contributed to the child language data exchange system (CHILDES). She was also leader of the studies using the “traceback” method on these dense corpora, in which she showed that children’s progress in constructing a grammar occurs over many and varied daily interactions in very small incremental steps. During this time, she was also director of the Max Planck Child Study Center at the University of Manchester, supervising a number of students – Ben Ambridge, Daniele Matthews, Evan Kidd, Paul Ibbotson, and Thea Cameron-Faulkner among them – and publishing important papers on such things as structural priming as a way of investigating young children’s grammatical development, and the structure of the linguistic input that children hear as characterized in terms of sentence-level constructions. After leaving her fulltime position at the Max Planck, Elena returned fulltime to the University of Manchester as one of the directors of the generously funded, multi-institution consortium, LuCiD, to intensify and expand her unceasing attempts to understand the many mysteries of child language acquisition.
The students and colleagues whom Elena has influenced in one or another fashion are many and varied. All will attest to her inspiration as both mentor and friend. Her influence is so great because she is a scholar with a laser beam focus on the most important questions, and her unbounded enthusiasm and energy are highly contagious. But at the same time she never loses sight of the wider, more humane dimensions of the scientific enterprise, and of life in the modern world in general. She never fails to attend to even the most struggling of students, and to support them and show them respect as human beings. Her deep and abiding influence on the field of child language acquisition will live long, not just in her important empirical and theoretical contributions, but in her many academic progeny as well.
Elena’s influence on me has been no less profound. We were the closest of partners in building the department in Leipzig, and her sharp and wise judgments played an essential role in the department’s final shape. In terms of science, she was and is the absolutely best discussant one could imagine for sorting through difficult issues and boiling them down to first principles. She is an absolutely superb editor, and always an enthusiastic and perspicacious participant and even organizer of seminars. When it looked like I was straying too far afield, she often helped me to refocus on the most important things, especially and always on the indispensability of language in human experience. I should note, however, that she failed to influence me in calling a sweater a jumper or in pronouncing the word tomato like the queen – or in forsaking “those adorable but language-less chimps”.
The constant throughout – even across oceans – was and is our friendship, which was mainly forged in the formative years of the department in Leipzig. Most often, we were quite literally the only adults in the room (the others being students about half our age), and as strangers in a strange but wonderful new land we bonded via our attempts to master the German language, the German cuisine, and, most comically, the German bureaucracy in its various and sundry guises. (I am thinking especially of her dealings with the authorities as she attempted to register her British car with its steering wheel on the “falsch” side of the car.) We were a good team for a pretty good while, I think, and accomplished some good things. This volume is a tribute to one of the, if not the, most important scholars in the modern study of child language acquisition – and I raise my glass (of sparkling water) to her.

Introduction
Ben Ambridge, Caroline F. Rowland, Anna L. Theakston & Katherine E. Twomey

If we were to draw a family tree of child language acquisition researchers (or at least of the usage-based branch), Elena Lieven would occupy the position of Mitochondrial Eve. It is therefore fitting that almost all of the chapters in this volume were written by one of Elena’s (post)doctoral students, one of their (post)doctoral students, or even one of their (post)doctoral students. Elena was never one to focus too narrowly on a particular niche (at conferences, she can invariably be found prowling the poster room long after the wine has run out and the coffee has gone cold). Accordingly, we have been able to put together a buffet of theoretically nutritious offerings, while still ensuring that Elena has a finger in every pie. That said, two broad themes do emerge from Elena’s forty-plus years of research, and we have done our best to build this volume around them. Both of these themes were prefigured in Elena’s very first publication, in which she set out her intention to “focus on some perhaps obvious but in my opinion somewhat neglected, features of language development in children. Firstly, mothers and children have conversations. Secondly, mother–child pairs differ markedly in how they talk to each other” (Lieven, 1978, p. 173).
The theme of this Festschrift’s first section, then, is child–environment interactions across different levels of development. Children are not passive observers of language. Rather, “children have conversations”, learning by interaction with their environment. The theme of this Festschrift’s second section is variation (“mother–child pairs differ markedly in how they talk to each other”), across individuals, languages and cultures. Our aim in this Introduction is to make explicit the links between each of the individual chapters and these two broad themes of Elena’s own research.
Danielle Matthews begins the first section with a review chapter on Learning how to communicate in infancy. Although Elena’s research has tended to concentrate on older children, we can trace a clear trajectory in Danielle’s thinking from her PhD work with Elena and colleagues (e.g., Matthews, Lieven, Theakson, & Tomasello, 2006). Elena’s voice can be heard in particularly in lament that we know far too little about adult–infant communication in non-WEIRD (White Educated Industrialised Rich and Democratic) cultures (Henrich, Heine & Norenzayan, 2010); something that Elena worried about in print fifteen years before the acronym was coined (Lieven, 1994).
Robots, it is fair to say, have not been central to Elena’s thinking over the years. Yet Katie Twomey and Angelo Cangelosi’s chapter, Heads, shoulders, knees and toes: What developmental robotics can tell us about language acquisition illustrates a point that has long been central to Elena’s approach (e.g., Lieven, 2014, 2016): that language develops from usage; that children (like these robots) learn language not as a formal, isolated system, but as a tool for manipulating the world around them.
Katie’s former Lancaster colleagues Rebecca Frost and Padraic Monaghan set out a review of Insights from Studying Statistical Learning. Although only relatively recent a buzzword, input-driven statistical learning was being championed in Elena’s earliest published work (Lieven, 1978), and has been a recurring theme in her work, particularly her corpus work conducted with Anna Theakston, Julian Pine and Caroline Rowland (e.g., Theakston, Lieven, Pine, & Rowland, 2002).
One of Elena’s most influential and highly-cited papers reports her “traceback” corpus work with Heike Behrens (Lieven, Behrens, Spears, & Tomasello, 2003), which found that a large proportion of a child’s utterances could be closely related to previously-produced utterances. Heike Behrens’ chapter From grammatical categories to processes of categorization: The acquisition of morphosyntax from a usage-based perspective situates this work in the broader context of language acquisition – seen as a process of categorization and representational redescription – focusing primarily on research on the acquisition of German (a topic close to Elena’s heart, as a somewhat reluctant learner of German herself).
Ben Ambridge and Chloe Ambridge are next with The retreat from transitive-causative overgeneralization errors: A review and diary study. This line of work began with Ben’s PhD research with Elena and reflects Elena’s longstanding interest in children’s acquisition of this particularly central construction (e.g., Dittmar, Abbot-Smith, Lieven, & Tomasello, 2011; Theakston, Maslen, Lieven, & Tomasello, 2012), as well as her focus on errors as a window on children’s language development (e.g., Lieven, 2017).
“Not everything that counts can be counted, and not everything that can be counted counts” (Cameron, 1957, p. 34). Given the success, in many areas, of frequency-based accounts, researchers have often overlooked other important factors. But not Elena, or her long-time collaborator Anna Theakston, whose chapter Where form meets meaning in the acquisition of grammatical constructions takes us beyond mere frequency and into the domain of language function. This focus on function – the theme of this volume’s first section – has been a longstanding theme of Anna and Elena’s joint corpus work, including in two landmark papers investigating together the roles of frequency and semantics (Theakston, Lieven, Pine, & Rowland, 2002, 2004).
“But what about development? What changes?” is perhaps Elena’s most frequently-asked question at conferences. This influence is clear in Silke Brandt’s chapter on Social cognitive and later language acquisition, which investigates the claim that the acquisition of complex syntactic structures (i.e., think/know that X) drives children’s development of the representation of others’ beliefs and knowledge states. Silke’s work on complement clauses can be traced back to her PhD work with Elena (e.g., Brandt, Lieven, & Tomasello, 2010), which was ground-breaking in going beyond – unlike most previous work on complex syntax – both formal and frequency-based factors, to consider discourse function.
Thea Cameron-Faulkner begins the second section of this volume, on Variation across individuals, languages and cultures, by summarising research on The emergence of gesture during prelinguistic interaction. Although best known for her work on spoken language, Elena, ever the all-rounder, has published important work on infants’ and caregivers’ gesture, both with and without Thea (e.g., Cameron-Faulker, Theakson, Lieven, & Tomasello, 2015; Lieven & Stoll, 2013), the latter comparing the very different cultures of Eastern Nepal and rural Western Germany.
Individual differences in first language acquisition and their theoretical implications are the subject of a chapter by Evan Kidd, Amy Bidgood, Seamus Donnelly, Samantha Durrant, Michelle Peter and Caroline Rowland; one that bears Elena’s stamp in two important ways. The author list alone is testament to Elena’s contribution to the field, including a Director, a co-investigator and three Postdoctoral researchers from the ESRC International Centre for Language and Communicative Development (LuCiD), of which Elena was Director. In terms of content matter, the chapter reflects Elena’s view that individual differences are interesting not only in their own right, but insofar as they bear on theory development; or, at least, her view that researchers who are interested in theory development should strive to explain individual differences, rather than – as is all too frequently the case – average performance.
Elena has enjoyed many collaborations over the years, but none have been more fruitful than that with her first PhD student, Julian Pine. Their collaborations in the 1990s reinvigorated the usage-based approach by systematically documenting, for the first time, just how much of children’s language was both lexically-based, and related to the input (e.g., Pine & Lieven, 1993; Pine, Lieven, & Baldwin, 1997; Pine, Lieven, & Rowland, 1998). These themes have continued into Julian Pine’s work on Optional Infinitive errors – some conducted with Elena (e.g., Pine, Rowland, Lieven, & Theakston, 2005) – summarized in his chapter on Understanding the cross-linguistic pattern of verb-marking error in typically developing children and children with Developmental Language Disorder: Why the input matters.
One of Elena’s most common laments about the field (see, for example, the Introduction to Ambridge & Lieven, 2011), is its focus on English at the expense of other languages. This is a situation that Elena had long tried to address, including both in her work with Sabina Stoll (e.g., Stoll, Bickel, Lieven, Paudyal, Banjade, Bhatta, Gaenszle, Pettigrew, Rai, Rai, & Rai, 2012; Lieven & Stoll, 2013; Stoll & Lieven, 2014) and, more recently, in her LuCiD work packages (e.g., Engelmann, Granlund, Kolak, Szreder, Ambridge, Pine, Theakston, & Lieven, 2019; Granlund, Kolak, Vihman, Engelmann, Lieven, Pine, Theakston & Ambridge, 2019). Sabine Stoll’s chapter on Sampling linguistic diversity and the distributional bias hypothesis of language development, in which she lays out her efforts to systematically study crosslinguistic variation in language development, is therefore certain to be music to Elena’s ears.
Another way in which language development research has often been insufficiently diverse is in its focus on monolingual acquisition. As Elena is fond of pointing out, from a global perspective, bi- or multilingualism is the norm; and, although best known for her work on monolinguals, this is an ocean into which she has dipped a toe (e.g., Jorschick, Quick, Glässer, Lieven, & Tomasello, 2011). Ludovica Serratrice’s chapter on Lessons from studying language development in bilingual children, therefore chimes with Elena’s approach, in particular with its focus on theory: what bilingualism can tell us about the process of language acquisition.
Similar points regarding the need, in research, for both diversity and a theoretical focus are echoed in the final chapter on Language Disorders and Autism: Implications for usage-based theories of language development, by Kirsten Abbot-Smith. Never one to shy away from criticising her own approach, Elena has often noted that many children with autism seem to show milder language impairments that one would expect under an account that stresses the importance of social-pragmatic understanding and attention reading (e.g., Lieven, 2016), and will no doubt be keen to closely scrutinize Kirsten’s claim that the data from neuro-developmental disorders, on balance, nevertheless provide support for the usage-based approach.
These chapters, and Elena’s close links to the work described in each of them, make clear her contribution to the field at a professional level. They also, particularly in the chapter forewords, make clear her contribution to the field at a personal level. Elena has always seen her students and postdocs not as seasonal workers who move on as soon as the data have been harvested, but as colleagues who are starting out in their own research careers, and who deserve encouragement and mentoring. Particularly noteworthy is Elena’s support for, and championing of, women. Although 2020 Elena might cringe a little at 1978 Elena’s turn of phrase (“mothers and children have conversations”), it remains the case, almost a half-century later, that mothers end up taking responsibility for the vast majority of childcare, which can make it difficult – to say the least – to pursue a career in academia. A glance at the author list for this volume, however, is testament to the fact that, particularly with the help and support of a mentor like Elena, one can be both a researcher and a mother. Or, in Elena’s case, a mother to an entire field.
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Part 1Levels of acquisition


Learning how to communicate in infancy
Danielle MatthewsUniversity of Sheffield

AbstractJust like other baby apes, human infants make it their business to stay in safe contact with their caregivers. The difference is that humans do this not just by holding on for dear life, but by ensuring their caregivers are in psychological contact with them. To this end, many of the most important communicative developments take place within the first two years of life. In this chapter we will review how physical mutual responsiveness gives way to the back-and-forth of proto-conversation, where caregivers respond to hiccups, coos and sneezes as if they were speech. Infants discover that they can make sounds and gestures in order to engage others and take turns. They become able to make demands of people, bring things to their attention and ask questions of them. Once they have mastered doing so non-verbally, they soon learn that they can use words for the same purposes (even though they don’t understand words as intersubjectively agreed symbols until sometime later). These communicative developments far outstrip those of any other animal on the planet. And yet it seems that it is precisely the relatively slow development of human infants that affords our species unique mode of communication. Newborns, equipped with a desire to be with others and some basic attentional preferences, are set up to learn from their social environment and thereby guarantee their entry into human culture.

Preface
This chapter attempts to bring together some of the ingredients for early communicative development, and some of the theoretical perspectives on them, so that we can chart a trajectory towards language use. However, if I have learnt anything from Elena Lieven, it is that there is likely no single trajectory that all human infants growing up in all cultures take. While this chapter focuses on research with western cultures, Elena has been a constant reminder of just how differently children growing up across the globe are socialized into language (Lieven, 1994). Beyond this academic guidance, I am deeply grateful for Elena’s real-world attitude to caregiving and for the fact that her convictions on this front have often been followed with tangible actions. For example, as a postdoctoral researcher, I never once worried that my salary or job would be affected by taking months off due to complications of pregnancy. Elena created an environment in which young female researchers felt safe to at least attempt to juggle academia and parenthood. Human cooperation is foundational to culture. Elena shows this is so for child language but makes it so for psychological science.
The newborn’s preparedness for communication
Newborns come into the world having already accrued in utero sensory experience relevant to the development of language (Locke, 1993) and paying attention to precisely those aspects of the environment that will help them to learn to communicate. They already prefer the sound and smell of their caregivers (Cernoch & Porter, 1985; DeCasper & Fifer, 1980). They prefer to look at biological motion (i.e., moving people or animals) more than the non-biological movement of rigid objects (Simion, Regolin, & Bulf, 2008). And they prefer to look at images that have the basic visual properties of faces, especially ones looking directly at them (Batki, Baron-Cohen, Wheelwright, Connellan, & Ahluwalia, 2000; Farroni, Csibra, Simion, & Johnson, 2002; Morton & Johnson, 1991). According to the interactive specialisation view of cognitive development (Johnson & de Haan, 2015), simple biases (such as sensitivity to low spatial frequency components corresponding to the spatial arrangement of a face, or the acoustic properties of primate vocalisations: Vouloumanos, Hauser, Werker, & Martin, 2010) along with basic brain architecture, serve to make infants more likely to attend to important aspects of their social environment, which in turn constrains how regions of the cortex become specialised. So, under normal environmental conditions, interactive specialisation explains how the cortex ends up with the same specialist regions from one person to the next without these regions having been hard-wired from the start.
The primatologist and anthropologist Hrdy (2009) argues that being especially geared to pay attention to others would long have been vital for human infants. Unlike other great apes, humans are cooperative breeders – mothers share care of even young infants with other trusted individuals (alloparents). Humans infants, who cannot simply cling onto their mothers’ fur, need to be able to monitor and make contact with their caregivers, as research on attachment shows they diligently do. They would benefit from being able to gauge caregivers’ intentions, engage their attention and ensure their commitment to them (and caregivers would want to use means other than physical contact to reassure their infants that they are being cared for). There is emerging evidence that newborns detect cues that indicate a caregiver’s engagement with them (Grossmann, 2015). For example, newborns increase activation in the medial prefrontal cortex (a region associated with processing self-relevant cues and Theory of Mind) when processing Infant Directed Speech (IDS, often referred to as motherese, and characterised by higher pitch range, higher mean pitch, and slower speech tempo) as compared to Adult Directed Speech (Saito et al., 2007).
It is not only the newborn who is biologically prepared for interaction, however. In her review of the human parental brain, Feldman (2015) notes studies of rats showing that female mammalian brains undergo substantial changes during the perinatal period that serve to promote caregiving. These changes appear to be conserved in humans who also benefit from more developed cortical structures that allow higher-order socio-affective processes to be triggered by infants. Together these systems ensure that caregivers are highly attuned to their infants’ experiences and needs and are able to enter into both physiological and behavioural synchrony with them. While the birth hormones oxytocin and prolactin have particularly strong effects on mothers, and testosterone has been observed to be reduced in fathers as response to parenting, many of the physiological effects of caregiving apply far more widely (Feldman, 2012). As Lorenz (1943) noted long ago, infant faces have a host of properties (e.g., wide eyes set low in a large face) that together form a Kindchenschema, that is effective in eliciting a desire to care (Glocker et al., 2009).
The resulting coordination of physiology and behaviour between a caregiver and infant (so-called biobehaviorual synchrony) is likely to have important consequences for communicative development, not to mention child wellbeing. For example, when caregivers and their infants are in behavioural synchrony there is evidence that their heart rhythms and oxytocin levels also align (Feldman, 2015). Dyadic mutual influence of this type plausibly grounds communicative exchanges in commonly felt emotional states and the sense of psychological connectedness they engender. That is, if both caregiver and infant feel the same thing during a period of activity, then the meaning of communicative expressions used at the time (which, after all, are mostly about emotional states during the first few months of life) is transparent to them both. Commonly felt emotions expressed in the face and voice ground the meaning system.
For many developmental psychologists, infants’ deep insight that they experience the world in common with other people is fundamental for cognitive development. Meltzoff (2007) considers seeing others as ‘like me’ as a birth right, one that solves the other minds problem (that we can understand other people have mental states even if they are not physically observable). He has long argued that like-me insight is demonstrated when newborns imitate others. Most famously, very young babies (and baby chimps for that matter) upon seeing another person protrude their tongue are triggered to produce this same expression themselves. This is remarkable because they can see but not feel what the other is doing, and feel but not see what they are doing. The argument is that infants, perhaps through activation of mirror neurons, can represent self and other events in a compatible format. There has recently been much controversy regarding newborn imitation and the circumstances under which it is observed (Meltzoff et al., 2018; Oostenbroek et al., 2016), with some arguing that infants do engage in tongue protrusion when observing it in others but that this is not an imitative process (Heyes, 2016). On such accounts, imitation is no less important for human cognitive development, but it is a ‘cognitive gadget’ that is itself learnt through social interaction.
On the cognitive gadgets approach (Heyes, 2018), newborns bring three things with them at the start of their learning journey: a prosocial temperament (species specific tolerance of and willingness to engage with others), the attentional biases noted above (to faces and voices etc) and powerful central processors (advanced skills of associative learning and executive functions). From this starter kit, Heyes argues babies can learn the rest through social interaction – including developing powerful cognitive gadgets such as a the capacity for imitation that further allow us yet more sophisticated gadgets, such as language. The point is to argue that many of our most distinctive human traits are thanks not to genetic evolution but to cultural evolution (Richerson & Boyd, 2008). In many ways, though, what is proposed in the infant starter kit on this account is not that dissimilar to what is proposed by theories of a more nativist bent. For example, Natural Pedagogy Theory (Csibra & Gergely, 2009, 2011) proposes that infants are innately endowed with the ability to detect infant-directed ostensive communication through eye contact, motherese and contingency. The main difference, compared to Cognitive Gadget theory, is that according to Natural Pedagogy these cues tell infants that the knowledge being imparted to them is generalisable.
Clearly, further study of neonates (and the third trimester of pregnancy) is needed to understand what exactly the starter kit for human cognition comprises and how developmental trajectories branch from it. What is certain, though, is that as soon as newborns arrive, they rapidly find themselves in situations where they can learn about communication through engagement with their social environment. Social interaction in the first month is dominated by touch (Botero, 2018). We hold infants, feed and soothe them, responding to their movements in what can be considered a kind of communicative exchange based on mutual physical reactions. The togetherness that we later seek in conversation is immediate – we can literally feel each other’s bodies present. Skin-to-skin contact is soothing for neonates (Ferber & Makhoul, 2004; Gray, Watt, & Blass, 2000), and there is some evidence to suggests that it affects early social development in that it accelerates expectations of social contingency (Bigelow & Power, 2012). Not only is touch a basic comfort, then, it also offers the opportunity to sense sequences of action and response. This can be coupled with visual and auditory experience. When newborns are alert and calm, many parents tend to intuitively put themselves in midline of view and at a distance their baby can scan their face (Papoušek & Papoušek, 2002, p. 193). It is in the context of such ‘intuitive parenting’ that caregivers build a bridge from the reassurance of physical contact to the reassurance of what is referred to as primary intersubjectivity – where the infant and caregiver respond to each other’s actions and are aware of each other through this responsiveness (Reddy, 2018; Trevarthen, 1979).
Early face-to-face interaction and primary intersubjectivity
Over the months following birth, babies become more and more interested in face to face interaction (Farran & Kasari, 1990). During these early dyadic exchanges, caregivers reply to vocalisations and involuntary emissions such as hiccups and burps as if they were conversational turns (C. E. Snow, 1977) and from 6 to 8 weeks, infants make their enjoyment of this known by smiling back (Wörmann, Holodynski, Kärtner, & Keller, 2014). By responding to these smiles and coos, we begin the development of turn taking, going back and forth exchanging emotions in exquisitely-timed synchrony (Casillas, 2014; Locke, 1993). Indeed, when faced with an adult who makes eye contact with them and vocalises, 3-month-olds start to vocalise more themselves (Bloom, 1975) and produce more speech-like syllabic sounds when their mother smiles, when they are smiling, when they are looking at their mothers’ faces and when they receive contingent caregiver responses (Bloom, Russell, & Wassenberg, 1987; Hsu, Fogel, & Messinger, 2001). Infants are either innately prepared or else rapidly learn what to expect from social contingency, as has been demonstrated in two classic experimental paradigms. In the still face paradigm, caregivers interact with their babies in a normal way before suddenly going still for a short period (Adamson & Frick, 2003; Tronick, Als, Adamson, Wise, & Brazelton, 1978). Babies of 2–3 months old react to this sudden loss of contingency negatively, for example by looking away. In the video-link paradigm, infants observe a TV screen showing their caregiver interacting with them live from another room. After a synchronised phase, the video-link is de-synchronised for a while before returning to live interaction again (Nadel, Carchon, Kervella, Marcelli, & Réserbat-Plantey, 1999). Infants rapidly notice when the video of their parent is not in sync with them and tend to stop smiling, turn away, frown and close their mouths. Interestingly, when this procedure is reversed and parents are presented with their infant’s video out of sync, their speech also differs as a consequence, suggesting that both members of the dyad have an active influence on each other – they are experiencing primary intersubjectivity (Murray & Trevarthen, 1986 but see Henning & Striano, 2011).
While infants clearly bring something to interaction at this early stage, caregivers are essentially taking up the slack at the conversational level. And they show considerable skill in doing so by naturally adapting to their child’s developmental level as it changes. That is, when infants begin to make sounds and gestures that are more language like, caregivers preferentially respond to these (Albert, Schwade, & Goldstein, 2018; C. E. Snow, 1977). By rewarding fledgling abilities that are more adult-like, caregivers help their infants up to the next level when they are ready for it. It is critical to note, however, that not everyone does this in the same way and there are large cross-cultural differences in this kind of caregiving (Küntay, Nakamura, & Ateş Şen, 2014; Lieven, 1994), some of which have been observed to result in differences in developmental trajectories (e.g., Lavelli, Carra, Rossi, & Keller, 2019; Wörmann et al., 2014). We know far too little about this and the precise adaptations discussed in this chapter may sometimes only be characteristic of WEIRD (White Educated Industrialised Rich and Democratic) cultures. To the extent that these adaptations are functional, it is assumed that other cultures perform similar functions (that facilitate development) albeit in different ways (for example in polyadic settings involving more infant observation of third party interaction), on different schedules and often with different developmental trajectories as a consequence (Lieven, 1994). These adaptations need not be conscious or deliberate. Indeed, adaptive teaching of one form or another is not unique to humans – the way Meerkats teach their young to eat scorpions by gradually provisioning them with less and less incapacitated pray provides a striking example in another mammal (Thornton & McAuliffe, 2006). What is interesting about the human case is that communication is important enough that caregivers readily – albeit unconsciously – invest in activities that spur on learning.
One formative game that emerges across many cultures is peekaboo, where a caregiver hides their face before piercing the tension and reappearing (Fernald & O’Neill, 1993). By four months, American infants have been observed to understand the narrative sequence of this game and respond with more smiles when the sequence is followed than when it is disrupted (Rochat, Querido, & Striano, 1999). Indeed, both the predictability of peekaboo and its clear, reversible role structure have been argued to prepare infants for the transition to language (Bruner, 1983; Ratner & Bruner, 1978) and pragmatic skills like the ability to handle deictic expressions (like I and you: Bruner, 1974). The key point here is that learning to communicate takes place in the context of family routines from which infants can reliably extract a pattern of activity that they can increasingly enter into and even initiate themselves.
Thus, while infants may rely heavily on caregivers to scaffold interaction at this very early stage, they are learning the routines of communication and substantial experimental evidence suggests they are actively tuning their cognitive systems into the sources of information that are relevant to these social exchanges: face and voices -the dual user interfaces of human emotion and articulatory activity. Infants’ specialisation in recognising faces as is demonstrated by the other-race effect (Lee, Quinn, & Pascalis, 2017). Whereas newborns look equally at faces no matter what race they are, from 3–4 months, infants who have had experience predominantly of one race (e.g., Caucasian infants who have seen mostly Caucasian faces or Asian infants who have seen mostly Asian faces) look longer at same race faces than other race faces (a familiarity preference that later switches to a novelty preference around 9 months). Studies suggest that over the first few months of life infants undergo perceptual narrowing. That is they start out able to recognise faces from any race but, if exposed over time to only one race, they lose their ability to recognise other-race faces. Training studies where infants see photos of other races appear to confirm the experience-dependant nature of this visual tuning (Heron-Delaney et al., 2011). The same kind of perceptual narrowing occurs for speech sounds slightly later in the first year of life. Whereas newborns are ‘universal listeners’, able to tell apart all the phonemic contrasts of all the world’s languages, from around 8 months infants lose the ability to distinguish non-native contrasts. For example, just like adults, infants learning only English can no longer tell the difference between two different types of ‘t’ sound used to mark differences in meaning in Hindi (Werker & Lalonde, 1988; Werker & Tees, 1984).
While the cognition of faces and voices has received the most attention, infants are also tuning into other sources of socially relevant information – most notably how people use their hands to perform actions and gestures (e.g., Deak, Krasno, Triesch, Lewis, & Sepeta, 2014). Many parents of infants from at least 6 months adapt the way they interact with objects in such a way as to emphasise the structure and meaning of their actions for example by repeating actions, making them simple and visible to the infant (Brand, Baldwin, & Ashburn, 2002). Deaf parents teaching their infants sign also slow down, repeat and exaggerate their sign (Masataka, 1992). Moreover parents appear to intuitively align available modalities, for example, matching speech about actions and the actions themselves (Meyer, Hard, Brand, McGarvey, & Baldwin, 2011) resulting in synchrony that is likely an important cue for social learning in itself (Lany, Thompson, & Aguero, 2019; Rohlfing & Nomikou, 2014).
Overall, the first few months of life provide infants with rich opportunities to learn about other people. At the same time, they learn about the external world and how to conceptualise it (Mandler, 2004). The remainder of the first year is spent gradually knitting this new knowledge of people together with a developing understanding of the external world such that by the time infants are 9-months old they begin to be able to engage in joint attention – when caregiver and infant attend to the same external world object or event and are mutually aware of doing so (Bakeman & Adamson, 1984; Siposova & Carpenter, 2019; Tomasello & Farrar, 1986). Relatively little is known about what gets infants from the dyadic interactions of the first few months (where the caregiver and infant respond to each other’s affective states), to the triadic interactions of the end of the first year (where caregiver and infant make some external thing or event the focus of their joint attention). Techniques for measuring infants’ eye movements and neural activity (including EEG and more recently fNIRS) have allowed the study of the cognitive processes that proceed the overt behavioural manifestations of joint attention. Using these techniques, it appears that infants begin to be able to follow others’ attention and are become aware that other people follow their attention during the 4–8 month period. They also learn about the expressive qualities of speech.
Turning towards the outside world
One step on the road to joint attention is the ability to follow the direction of other people’s gaze. Hood, Willen, & Driver (1998) found that when 3 month olds were presented with a digitised face that looked straight ahead at the infant, blinked and then gazed either left or right before disappearing, infants were triggered to look at the corresponding side of the screen, making them quicker to respond to targets appearing in that location. This gaze cueing effect is fragile during early infancy and only noticeable under certain experimental conditions (e.g., with the face disappearing before the target appears). Gaze following proper only becomes robust after several months (Butterworth & Grover, 1990; Corkum & Moore, 1995; Scaife & Bruner, 1975) most likely as a result of a learning process whereby caregivers’ gaze directs infants to interesting events (Deak et al., 2014; Senju et al., 2015). Nonetheless, it seems that even at 4 months, when an adult looks at one object rather than another, infants subsequently process the visually presented objects differently (Reid, Striano, Kaufman, & Johnson, 2004). Moreover, part of the prefrontal cortex (analogous to the area activated in adults during joint attention) becomes activated in 5-month-old infants specifically when someone makes eye contact with them and then shifts attention to an object (Grossmann & Johnson, 2010), suggesting that infants are already gearing up for the behavioural manifestations of joint attention seen around 9 months. Importantly, in studies of joint attention it is common to consider not just the ability to respond to or follow another’s bid to establish joint attention but also the ability to initiate it oneself (Mundy et al., 2007; Mundy & Newell, 2007). For the latter to be successful an infant needs to be able to tell whether a social partner is following their gaze or not. Using functional Near Infrared Spectroscopy (fNIRS), Grossmann, Lloyd-Fox, & Johnson, 2013) found that the left prefrontal cortex was activated in 5 month olds when a virtual agent followed the infant’s gaze to a moving object (by raising her eyebrows, smiling while looking at the infant and then shifting gaze towards the object).
In addition to showing emerging sensitivity to joint attention, infants appear to have developed fairly sophisticated expectations about how people use speech to express emotions by 5 months of age. Fernald (1993) presented a large group of American 5-month-olds with recordings of infant-directed speech that expressed either approval or disapproval. Speech was presented in English, German and Italian and Japanese to avoid the possibility that infants could respond to the semantic content of the expressions and to test the functional equivalence of affect marking in different languages. Infants showed more positive affect and smiled more in response to approval than disapproval (to which they demonstrated more negative affect, with tense brow, wariness and frowning). This effect applied for all languages except Japanese (which had more limited prosodic contrast) leading Fernald to argue against Darwinian accounts that we are universally able to read the affective content of speech or that approvals are inherently pleasant to listen to. Rather it would seem that American infants might have learned from the exaggerated affective expressions typical of their culture, although further studies would be needed to verify this. The effect also applied only for infant-directed not adult-directed speech, which underscores the salience of IDS early in life and its importance for communicating affect (Werker, Pegg, & McLeod, 1994 although see Trainor, Austin, & Desjardins, 2000). Research with older infants suggest that vocal cues to affect have a practical impact on behaviour. In a social referencing paradigm where 12-month-olds were presented with a visual cliff and decided whether to crawl over it or not, Vaish and Striano (2004) found that vocal cues were more potent than visual cues in reassuring infants.
In addition to making remarkable advances in their understanding of the functions of speech, 5-month-olds have learned that their own vocalisations are likely to have an effect on their caregivers. Goldstein, Schwade, and Bornstein (2009) used the still-face paradigm and found that infants this age reacted to a 2 minute stillness with a bout of (non-cry) vocalisations followed by quietness. This reaction is a classic demonstration of an extinction burst – when an operant behaviour (infant vocalisation) that has been previously reinforced (with caregiver responses) suddenly stops receiving a response there is a sudden and temporary increase in the behaviour before it eventually decreases in frequency. The size of infants’ extinction bursts was positively correlated with their language comprehension at 13 months, suggesting that learning the social value of vocalisations may be a developmental precursor to learning words (Donnellan, Bannard, McGillion, Slocombe, & Matthews, 2019; Wu & Gros-Louis, 2017).
By 6 months of age it appears infants might even be sensitive to the fact that speech can convey information about the external world. Given that infants could not demonstrate such insight with overt communicative behaviours, Vouloumanos et al. (2014) studied this by showing 6-month-olds third party interactions and then gauging how natural or surprising they found them by measuring how long they looked to the scene. Infants viewed a real person (the communicator) consistently reaching for one object in preference to another. She did this either in the presence of another person (the recipient) or in their absence. The communicator then left and the recipient interacted with both objects equally before the communicator reappeared behind a barrier that now prevented her from reaching the objects. She looked at both objects then looked to the recipient and either coughed or produced a novel word “koba”. From an adult perspective, the communicator’s use of a word might be interpreted as a request for the object she had previously consistently reached for (the target). In contrast, a cough could not be used to inform the recipient of which object she wanted, especially if the recipient had not originally observed her preference. When the recipient handed over either the target or the other object to the communicator, the length of time infants looked to the scene was recorded.
The striking finding of this study was that infants showed the least surprise (looked least long) in two cases: (1) when the recipient had not originally seen the communicator’s preference, the communicator used a novel word and the recipient handed over the target and (2) when the recipient had seen the communicator’s preference, the communicator coughed and the recipient handed over the target. In both these scenarios if the recipient instead handed over the non-target object, infants looked significantly longer (indicating surprise). If, in a final set of conditions, the recipient had not seen the communicator’s preference and the communicator coughed, infants looked for a long time regardless of which object was handed over. This pattern of findings was taken to show that infants know that people can convey what they want to another person using speech (but cannot do so with a cough unless the recipient already knows what is wanted). This would represent a striking pragmatic insight for a 6-month-old. While research in this area is in its early days, with small sample-size studies and the limitations of looking time research (which can be interpreted in several different ways), a nascent insight that speech imparts information would clearly be of theoretical importance.
Certainly, from their time in utero through the first half of the first year of life, infants make remarkable progress in learning how the speech stream conveys information. Locke (1993, p. 112) has argued that infants start out processing the elements of speech that convey affect and identify people (prosody and pitch). Having spent time closely attending to these elements, its second purpose – to carry conventional linguistic forms through articulatory activity – is more easily discovered. This is consistent with arguments that the function of ‘motherese’ or Infant Directed Speech changes with time, first serving to elicit infant attention, modulate arousal and communicate affective meaning and only later supporting linguistic processing (Fernald, 1992). Research into this later transition, whereupon infants learn that speech can be used to convey information (beyond affect) is still sparse (although see Bar-on, 2013 for interesting philosophical proposals). Nonetheless, taken together, the above findings with 5- and 6-months olds might be taken to suggest that infants are well on their way to becoming adult-like communicators. When they speak they expect to be recognised with a response. And when others speak they expect it to affect people’s behaviour with respect to the world.
Work on sound symbolism suggests that this early pragmatic preparedness is not the only thing supporting the transition to speech. Rather, the transition is likely also aided by the fact that some sound-meaning correspondences in language are not entirely arbitrary (Köhler, 1947). Fascinating studies on the ‘‘bouba/kiki effect’’, suggest that no matter what language we learn or even whether we have learnt much language yet, given a choice of matching the novel word ‘bouba’ to either a spiky or a rounded shape we will select the rounded shape. In contrast for the novel word ‘Kiki’ we would select the angular shape. This effect holds from four months of age Ozturk, Krehm, & Vouloumanos (2013) and, alongside iconic gesture, is hypothesised to bootstrap infants into word learning and the development of referential insight (Imai & Kita, 2014).
There are indications that for some children, early associations between sound and meaning are being formed, albeit in the absence of any pragmatic insight. Recent studies of word comprehension suggest that some American infants can associate spoken word forms with common referents from 6-months of age (Bergelson & Swingley, 2012). However, it is not likely that at this age they understand that these words function as inter-subjectively agreed conventions – this appears to take well into the second year of life (Bannard & Tomasello, 2012). It would seem, then, that infants are learning that word forms ‘go with’ stable real world elements, and that hearing words affects people’s behaviour in reliable ways, before bringing this all together into a full grasp of how to use language. Quite how the process of the discovery of conventional language unfolds has received less research attention than one might expect given how fundamentally important the question is for understanding human cognition (Deacon, 1997; Tomasello, 2003). Nonetheless, research on the 9–12 month period suggests a developmental sequence whereby infants discover that they can use preverbal communicative signals (vocalisations and gestures) to direct others’ attention and, very soon after, that they can use conventional word forms to do so.
The transition to intentional communication
Bates Camioni, and Volterra (1975) posed an important question: where do children get the idea of communication in the first place? Through their longitudinal observations of three Italian infants, Serena, Carlotta and Marta (who they saw from the ages of 2, 6 and 12 months respectively), and adapting the work of Austin (1962) they derived a proposal that the development of communication passes through three key stages (p. 207):
(1) a perlocutionary stage, in which the child has a systematic effect on his listener without having an intentional, aware control over that effect; (2) an illocutionary stage, in which the child intentionally uses non-verbal signals to convey requests and to direct adult attention to objects and events,· and (3) a locutionary stage, in which the child constructs propositions and utters speech sounds within the same performative sequences that he previously expressed nonverbally.

Infants enter into the illocutionary stage around the end of the first year and become able to engage in speech acts for the first time (Cameron-Faulkner, 2014). The most generic of speech acts are proto-imperatives (using preverbal communicative means to get people to do something) and proto-declaratives (using preverbal means to direct people’s attention to some objects or events in the world, with the goal of sharing attention). Bates et al. argued that infants do indeed seem to be producing speech acts intentionally because they look to their communicative partner while gesturing (see also Franco & Butterworth, 1996). Before this stage, engagement in object play is quite separate from social engagement with people. Observing Carlotta, a developmental sequence occurred for the emergence of proto-declaratives whereby the desire for physical contact during social interaction began to be replaced by a desire for psychological contact (eye contact, or an adult response – i.e., some form of joint attention). Carlotta was observed to start “showing off” by blowing raspberries, eliciting laughs from her family. She then started to show off objects to elicit the same kind of attention (using a new tool for an established goal). Around 12–13 months she used pointing gestures to direct other’s attention to more distal objects. Until this time, she had used any points in a solitary fashion (apparently to regulate her own attention) but, on the cusp of her second year, Carlotta began to point to an object of interest, vocalise ‘ha’, then turn the pointing gesture to the person she was communicating with and then turn it back again. It was argued that she was bringing two schemes (those for regulating attention with objects and with people) together. This in time became a smoother act of pointing to an object while looking at the caregiver.
Of course it is difficult to generalise from a series of case studies but this close observational work set the stage for our understanding of the transition to intentional communication (see also Carpendale & Carpendale, 2010 for a diary study of a child’s transition to pointing). It built on Werner & Kaplan’s (1963) theoretical work proposing that development involves cognitive ‘distancing’ of the child from referents. We can see children passing from being in close physical contact with caregivers, to being in eye contact, to showing them objects they are holding, to pointing at distal objects, to using words for those objects even when absent, to finally construing those objects in all manner of factual and fictional ways through a variety of linguistic devices and narrative structures (see Carpenter, Nagell, & Tomasello, 1998 for a seminal longitudinal study charting developmental transitions from proximal to distal over infancy).
The shift to intentional communication that occurs around the first birthday can be seen as one point on a continuum of distancing. Nonetheless it has recently been posited as a key developmental milestone. Tomasello (2008) argues that, upon the emergence of the declarative pointing gestures, infants demonstrate all the social-cognitive infrastructure necessary for Gricean communication. Recall Grice’s (1957) definition of non-natural meaning:
“A meant something by x” is (roughly) equivalent to “A intended the utterance of x to produce some effect in an audience by means of the recognition of this intention”.

This is generally unpacked to mean that by uttering x, A not only had an informative intention, e.g., to inform the listener that the postman is coming, but also a communicative intention to inform them of their intention to inform them of something (Sperber & Wilson, 1986). On many accounts these intentions are necessarily nested – communicative intentions are higher order intentions. On others (Gómez, 2007; R. Moore, 2014, 2016) nesting is not necessary – we could simply have two separate intentions simultaneously: Hey the postman is coming! (Intention: attend to this, acquire this information) and Hey I am talking to you! (Intention: recognise I am communicating, connect with me). Whether intentions are nested or not, the point is that by virtue of recognising a speaker’s communicative intention, the listener will be more likely to grasp their informative intention also. In the current example, I recognise that you are pointing at the postman and I infer that you are alerting me to his presence as I am anticipating a parcel delivery. To recognise this social function of communication, Tomasello (2008) further splits the informative intention into a referential intention (what the communicative act is about) and a social intention (what we intend to achieve by saying it). This may all seem rather a complicated way of analysing what happens when we communicate but the reason this theoretical machinery is posited is to explain why humans make communicative inferences so readily even during infancy when other great apes do not. On current accounts (see Tomasello, 2008, 2019), only humans co-operate in ways that allows us to infer that, given this person is pointing to something, they must mean to inform me of something useful.
One might wonder how we can know that infants have an intention to inform or communicate. Finding behavioural evidence for intentions is a tricky business indeed (Bruner, 1974) but a central one for theories of pragmatic development. There is evidence that, from 6 months, infants interpret social situations in a manner consistent with them understanding that others act intentionally (Behne, Carpenter, & Tomasello, 2005; Woodward, 2009). In term of producing intentional actions, the problem is we cannot observe intentions directly – we can only infer them from outward actions that suggest a person knows what consequences their action will have, wants the consequence to come about and so intends to perform the act (Heyes & Dickinson, 1990). This relies on using demanding experimental paradigms that can still be inconclusive when the agent in question has a long and complex learning history, as event infants do when it comes to communicative acts. That is, it is difficult in an experiment to reproduce a lifetime of daily experiences that ensure infants, having learnt the outcomes of acting communicatively, can select an appropriate communicative act for the purpose of eliciting the desired reaction. In the absence of a perfect experimental paradigm or bio-marker, the alternative is using checklists in the observation of naturalistic behaviours while recognising they are fallible. Much naturalistic research relies on Bruner’s (1973) measurable features of intentional action:
	selection among appropriate means for achievement of an end state

	sustained direction of behaviour during deployment of means

	a stop order defined by an end state

	some form of substitution rule whereby alternative means can be deployed for correction of deviation or to fit idiosyncratic conditions (Bruner, 1973, p. 2)


When the action in question is communication, the challenge is to gauge whether infants intend to affect the attentional state of the caregiver through their communicative acts (either to direct attention to themselves or to initiate joint attention to some third entity) or whether infants just expect people to do something when they communicate. A close analysis of developments during this period would likely reveal a gradually developing awareness of attentional states as such. By awareness here, we need not think immediately in terms of an objective, bird’s eye perspective on mental states (i.e., the meta-cognitive awareness we are using for the current discussion) but rather in terms of an infant learning skills for interaction. These skills essentially equate to an ability to act on information about attentional states. That is, infants find themselves in social interactions and gradually become able to predict, from a multitude of cues, how they are going to unfold and what consequences their actions will have. These cues (including, e.g., gaze direction) more or less directly carry information about other people’s states of mind. Infants become increasingly able to understand interactions in terms of constellations of these cues and choose actions that will have the precise outcomes they find attractive. In doing so, we assume their brains are engaged in a process of pattern detection and representational redescription (Karmiloff-Smith, 1992). This process yields ever more specialised representations of interaction such that it eventually makes sense to say that we have intentions to direct others attention. However, this developmental process is fairly drawn out. (What changes with development is the complexity of the chain of events that are understood to result in a satisfying exchange, and as a consequence what counts as a satisfactory conversation). Clearly interesting things are happening on this front towards the end of the first year of life infants and the lay terms of intention and attention are useful in describing them but are underspecified. To better understand development at this age, we need to describe exactly what behaviours infants engage in, under which social circumstances and with which apparently desired outcomes.
Liszkowski, Carpenter, Henning, Striano & Tomasello (Ulf Liszkowski, Carpenter, Henning, Striano, & Tomasello, 2004) found that infants who have started to point by 12 months of age (i.e., roughly half of all infants this age) appear to do so with the intention of directing people’s attention in order to initiate joint attention and elicit a comment. Infants saw a series of events that elicited pointing gestures. The way in which a researcher responded to infant points differed according to which of the following four groups the infant was allocated to: (1) joint attention (researcher alternated gaze between infant and referent and emoted positively about it), (2) engagement with infant only (researcher emoted positively towards and about the infant), (3) engagement with referent only (no emoting), or (4) ignoring (researcher did not engage with the infant or the event). Infants were more likely to point to an event and pointed for longer in the joint attention condition. Moreover, having pointed at an event, they were less likely to point again on that given trial if they received joint attention as a response (i.e., if they reached the hypothesized satisfying end state, they did not reiterate their point). Finally in the condition where the researcher looked to the event but did not engage with the infant, infants were more likely to look to the researcher’s face than in any other condition. Thus the social context in which infants point affected how they chose to do so. In a further study Liszkowski, Carpenter, & Tomasello (2007) found that infants repeated pointing gestures if an adult looked at the wrong thing compared to if the adult looks at the right thing but was disinterested by it. Taking their research along with other findings in the literature (e.g., C. Moore & D’Entremont, 2001), Liszkowski, Carpenter, Tomasello, and colleagues conclude that the declarative motive has two components: wanting one’s partner to attend with you to the event and wanting them to comment on it. Thus not only are these infants communicating with the intention of directing attention but they also want something to happen as a consequence. We could argue infants want to maintain joint attention because in these contexts people engage in predictable co-ordinated behaviour with respect to the world and their joint endeavours in it, and they are informative about it (see also Southgate, Van Maanen, & Csibra, 2007)). Thus we are not only concerned with joint attention here but also with the topic/comment structure of communication that is fundamental to pragmatic development.
Striking evidence that infant pointing gestures are likely intentional acts of communication in the 12–18 month period is that infants begin to repair these communicative attempts if they fail, rejecting caregivers’ misunderstandings and on occasion using alternative means of getting their message across (see also Golinkoff, 1986, 1993). Liszkowski, Carpenter, & Tomasello, (2007) elicited pointing gestures from 12-month-old infants whose parents reported that they had started to point (i.e., roughly half of all infants at this age). An experimenter either responded to the infants’ declarative points by attending to the intended referent or by misunderstanding (attending to an irrelevant distraction), and did so either by emoting positively or neutrally. Infants repeated their pointing gestures most frequently when the experimenter had misunderstood what they were pointing at but had engaged with them positively – i.e., infants repaired their attempt to direct an interlocutor’s attention in cases where their initial attempt had failed but their interlocutor seemed amenable to engagement.
More recently, studies have to explored whether the infant showing gesture, which emerges prior to pointing, is also intentional (2019). Boundy, Cameron-Faulkner and Theakston elicited showing gestures from a group of 10-month-olds by presenting the infant with a toy while the researcher was away and then having the researcher return and say “I’m back! Did you get anything while I was away?” If the infant held out the toy for the researcher (i.e., produced a show gesture), the researcher responded in one of 4 different ways, similar to the pointing study above. If infants’ gestures resulted in joint attention, they were more likely to produce positive expressions (e.g., smiling, laughing, happy babbling), less likely to produce negative responses (e.g., frowning, fussing, frustrated noises) and less likely to use the toy as an attentional tool (e.g., waving, dropping or banging it while looking directly at the experimenter, apparently to get the researcher to engage in joint attention, rather like a proximal version of repeating a pointing gesture). If the researcher did not look to the toy (only engaged with infant or ignored everything), infants were more likely to vocalise (see also Grünloh & Liszkowski, 2015). This might be taken to suggest that infants use showing gestures with the goal of initiating joint attention to an object and if they are not successful they use vocalisations to attempt to direct attention to the object.
Around the same time, infants appear to starting to use different prosodic contours for different communicative purposes in their vocal communication (D. Snow & Balog, 2002). Esteve-Gibert and Prieto (2013) coded four infants’ vocalisations according to whether they appeared to a human observer to be intentional and if so what function they appeared to be intended to perform (whether to convey satisfaction, dissatisfaction, to make a request, respond or make a statement – roughly we might see these as expressions of emotion, proto-imperatives and proto-declaratives). They then performed an acoustic analysis to analyse the prosodic properties (global pitch range of the prosodic contour and duration) of each vocalisation. Vocalisations that appeared to be communicative became steadily and substantially more frequent from 7, to 9 to 11 months, had a wider pitch range and were shorter than non-communicative vocalisations (which remained constant in frequency with development. See also Bruner, 1974). Whereas expressions of satisfaction and dissatisfaction remained at a stable frequency across time, statements, responses and requests became more frequent with age, mostly appearing at 11 months. Statements and responses (i.e., proto-declaratives) had the shortest duration and smallest pitch range. Thus vocal communication moved beyond the expression of emotion after 7 months. Of course with this kind of naturalistic behaviour it is hard to avoid a circular situation where vocalisations that appeared communicative to the coder partly did so precisely because of the prosodic properties that were being coded (even though methodological steps were taken to avoid this). That is, it is hard to be certain that infants had intentional control over their selection of prosodic forms, although since they were becoming more competent in doing so with age, we might assume they did (any reflexive behaviour would less plausibly become more frequent with time).
One important indicator that infants intend to have an effect on their communicative partner when communicating (and selecting appropriate means to do so) is their tendency to look to their partner’s eyes while vocalising or gesturing (so called gaze-checking). If intentional communication at the pre-linguistic stage is important for the transition to language use in the second year then we should expect that gaze coordinated behaviours would be especially predictive of toddlers’ later word use. Looking at the naturalistic communicative behaviour of a large group of 11-month olds, Donnellan et al. (2019) coded infants’ vocalisations and gestures (index finger pointing, open-hand pointing, gives, shows, conventional gestures) for co-occurrence with gaze-checking. They found that 11-month-olds generally co-ordinated looks to their caregiver with vocalisations and gestures at rates above what would be expected by chance at 11 months of age, suggesting these behaviours do not co-occur purely randomly at this age. Moreover, when infants did gaze-check their caregiver while communicating they were far more likely to elicit a timely and relevant response from their caregiver. On accounts like that of Bates (1976) and Tomasello (2008), intentional acts of preverbal communication should pave the way for the use of language proper, so children more likely to engage in prelinguistic practice should make the transition to language more readily. Using multi-model inference, Donnellan et al. tested which of all the different types of vocal and gestural behaviours infants produced at 11–12 months (either with gaze coordination or without) were the best predictors of the infants’ use of conventional language over the second year of life (i.e., their word production). They found that the best predictor of language development was the use of vocalisations that were co-ordinated with gaze – i.e., vocalisations one would assume were intended to engage an interlocutor communicatively (another positive predictor was infants’ show gestures, whereas a negative predictor was their use of open-hand points). When caregiver responses were added to the models, specifically those intentional vocalisations that were responded to by a caregiver were even better predictors of subsequent word use. This suggests that practice with prelinguistic intentional communication facilitates the leap to symbol use and learning is optimised when caregivers respond to intentionally communicative vocalisations with appropriate language.
Thus, while most of the literature to date has focused on gestures as the first means of intentional communication, gaze-coordinated vocalisations are an extremely valuable predictor of language development. Vocalisations occur far more frequently than communicative gestures in infancy. Yet they have been overlooked to date perhaps because they have been assumed to ‘only’ convey affect or else, when canonical babble appears around 6 months, they seem to be an act of vocal play. In amidst this play and affective display, however, emerges a set of vocalisations that carry illocutionary force and elicit comment from caregivers – which is just what infants have been shown to want.
A key point here is that infants’ attempts to communicate generally do not go unnoticed. Whatever infants are doing at this age, parents are certainly treating communicative acts as if they were intentional and are responding to them in a way infants find rewarding. This could essentially ensure the emergence of intentional communication proper – caregivers pull their children into intentional communication (D’Odorico, Cassibba, & Salerni, 1997). Alongside gestures, vocalisations are used in recurring interaction routines, or ‘joint formats’ as Bruner called them. Gradually, infants learn how these games go and can play either role in them – A seeks and B finds, A gives and B receives, A acts and B prohibits, A refers and B comments, A tries to do something and B helps etc. Within these recurrences, infants become more and more efficient in acting so as to regulate the interaction. They develop the ability to “achieve less uncertain outcomes by the use of more ritualized techniques.” (Bruner, 1974, p. 261). At some point, they become so efficient we see their action as intentional – it appears they have chosen a given act from a range of possibilities because it is an efficient means to an end. In this sense, while we might use propositions to describe intentions at different discrete levels, the reality is more likely that the transition to ‘intentional’ communication is gradual.
One compelling piece of evidence that infants are indeed learning how to best make their way through these interactions comes from the study of deaf infants. Infants who also have deaf parents (and who use a natural sign language as their first language) are observed to learn to look to their caregiver far more frequently than you might expect a hearing infant to do (Lieberman, Hatrak, & Mayberry, 2014). In the absence of sound as a reliable indicator that a caregiver is engaged and commenting on the ongoing activity, they learn to seek out visual information about their partner more frequently. Hearing parents with deaf infants can often struggle to maintain joint attention as neither party has access to the same intuitive means of regulating joint attention and slight delays in development (e.g., in the maintenance of joint attention) can be observed as a consequence (Kelly, Morgan, Bannard, & Matthews, submitted; Lederberg & Everhart, 2000). In sum, in the context of joint action, caregiver and infant both find means of coordinating interaction through communication using the best means available. When there is a mismatch in these means, interaction is often observed to be a little more of a struggle until the dyad find their way of communicating together.
While gaze coordination, vocalisation and gesture are all powerful ways of coordinating action that infants discover over the first year, nothing is more powerful in achieving ‘less uncertain outcomes’ in an interaction than the use of conventional words. Using a word (or later sentences) constrains the possible intended meanings a listener is likely to recover and provides the infant with more precise means to direct the conversation along the lines they are interested in. As they move into the second year of life, and with newfound skills of joint intentionality (Tomasello, 2019), infants are well prepared to harness this incredible expressive power of language through the everyday rituals they take part in.
The developmental roots of human communication
In sum, the roots of pragmatic development can be seen in the neonate’s responses to self-relevant cues like motherese. Very young infants know when someone is with them – because that person is in physical contact with them and because they produce self-relevant eye contact, vocalisations and contingent behaviour. Arguably this is the basis of communicative intentions – when I communicate I am doing so for you and seek (only) recognition. Informative intentions arguably have their basis in biobehavioural synchrony, where the neonate and caregiver align behaviourally and physiologically resulting in commonly felt emotions, giving meaning to their communicative expressions – expressions are ‘about’ emotions. By 5- to 6-months infants desire and expect a social response to their vocalisations. And they appear to expect speech to affect people’s behaviour in a way that suggests they know it can be informative. While the argument here is that these early propensities and developments are relevant precursors to later communication – and indeed resolve some of the mystery that would otherwise shroud the sudden appearance of more advanced skills – most accounts would suggest that it is only from around 12 months that we start to see infants communicate with the intention of directing others’ attention. Here, for example, an infant might point at a star on the wall with the apparent intention of directing their caregiver’s attention to it in the hope that they will recognise this attempt, share interest and comment on the star. By the end of infancy, humans have tuned in to their social environment and practiced such interactions so often that they are ready to grasp the expressive power of language. What comes next is a growing mutual awareness of how conventional communication works. And with this comes the next wave of pragmatic development that allows the kinds of inferences that make a whole myriad of pragmatic phenomena a possibility – from implicatures to irony and beyond. The roots for all this are clearly visible in the first year, before most infants even utter a word.
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Heads, shoulders, knees and toesWhat developmental robotics can tell us about language acquisition
Katherine E. Twomey & Angelo CangelosiUniversity of Manchester

AbstractDecades of research have brought us a long way in understanding the many factors that affect language acquisition. However, while a wealth of empirical studies have characterised children’s language learning behaviours, from pre-speech to syntax, until relatively recently researchers have been unable to explicitly test developmental mechanisms. However, advances in computational modelling and in particular in developmental robotics have allowed researchers to implement and test developmental theories, specifying explicitly the knowledge and cognitive computations assumed to be at play during language development. The current chapter reviews a series of developmental robotics models of the early stages of language development, illustrating (a) the importance for future theory development of cross-disciplinary collaboration and (b) an emerging new view of language acquisition in which nonlinguistic – as well as linguistic – input drives language development.

Preface
I first heard of Elena during my English Language degree at the University of Sussex. At a previous institution I’d been baffled by the idea that tiny children should be equipped from birth with linguistic machinery of immense and, to me, impenetrable complexity. Surely there was a simpler explanation? At Sussex, I was introduced to usage-based approaches to language acquisition via Elena’s work. A lightbulb went off in my head, and my hopes for a research career began there and then. I first met Elena as a (somewhat star-struck) postdoc at the University of Liverpool, where I was lucky enough to work with Ben Ambridge, Franklin Chang, Julian Pine, and Caroline Rowland, all members of her research family. Now, as a lecturer at the University of Manchester, it still astonishes and delights me that I’ve become part of the family too.
Elena’s immense contribution to (psycho)linguistic theory is clear. She and her diaspora have driven a paradigm shift in our understanding of language acquisition. What should also be recognised is that Elena achieved this not through cut-throat competition, but by building an open, collaborative, and supportive research network in which early career scientists can flourish. This network continues to grow as new researchers from new disciplines are welcomed in. Hence, a chapter about robots in a book about language acquisition… Katie Twomey
Introduction
Decades of theoretical and empirical investigations of how children break into the complex system of language have told us much about the wide variety of variables that affect acquisition. We know that the language environment is fundamentally important to children’s rate of acquisition: children who receive more and richer input learn language more quickly (e.g., Hart & Risley, 1995; Hirsh-Pasek et al., 2015; Hoff, 2003), and children’s acquisition of linguistic struture at every level of granularity is sensitive to frequencies in the input (for reviews, see Ambridge, Kidd, Rowland, & Theakston, 2015; Lieven, 2014, 2016). Equally, factors such as bilingual status and the particular language being learned interact with phonological acquisition (e.g., Lieven, 2010a), vocabulary growth (Hoff, 2018), word class acquisition (Imai & Gentner, 1997) and syntactic development (e.g., Brandt, this volume). Nonlinguistic input has been shown to be important too, in particular in the earliest stages of language acquisition: features of the visual scene such as colour variability (Goldenberg & Sandhofer, 2013; Twomey, Ma, & Westermann, 2018), the number of potential referents present in the visual scene (Horst, Scott, & Pollard, 2010), and factors intrinsic to the child such as shyness (Hilton, Twomey, & Westermann, 2019; Hilton & Westermann, 2017) have a marked effect on children’s ability to learn new words.
Critically, however, theoretical accounts of the mechanisms underlying these phenomena are divided (Ambridge, Pine, & Lieven, 2014). At each stage of acquisition, from first vocalisations to the acquisition of syntax, some theories assume that the complexity of language acquisition is such that children must have access to rich knowledge structures or complex reasoning abilities in order to complete the task; for example, gaze following and joint attention (e.g., Tomasello, Carpenter, & Liszkowski, 2007), the ability to read others’ communicative intentions (Csibra & Gergely, 2009;), word learning biases (Golinkoff, Hirsh-Pasek, Bailey, & Wenger, 1992; Markman, 1994), a priori knowledge of abstract concepts (Spelke & Kinzler, 2007), or, famously, innate knowledge of syntactic structures (e.g., Chomsky, 1965, 2011). In contrast, others assume that children are equipped with domain-general processing capacities and powerful learning mechanisms that allow them to capitalise on the range of cues to language acquisition available in a rich, highly-structured learning environment (e.g., Ambridge et al., 2015; Christiansen & Chater, 2008; Smith & Yu, 2008). Clearly, however, infants are born with a range of abilities (e.g., proprioception, visual perception), all of which may play a role in language acquisition. The current question in the field therefore is not if language acquisition begins with some innate ability; rather, the debate concerns the nature of this knowledge, and the extent of its contribution across development.
Why models?
In recent years, researchers have turned to computational models in an attempt to answer these questions. Computational models simulate the learner (the child) and, importantly, the environment, allowing researchers to explore how aspects of the input affect learning and development. Critically, building a model forces the modeller to specify the mechanisms and knowledge structures assumed to underlie the particular phenomenon of interest: if the implemented mechanisms do not reproduce the target behaviour in the model, then it is unlikely that those mechanisms play a role in that behaviour in development. Models also offer the unique possibility of observing the development of representations, and how these changes affect behaviour, by tracking changes in the model’s internal representational structure as input is processed over time (Steels, 2016; Twomey, Morse, Cangelosi, & Horst, 2016). Thus, while in empirical studies we can observe changes in behaviour across learning, models allow us to examine how these changes come about due to learning. Models are therefore invaluable tools for the implementation and testing of developmental theory (for discussion, see McClelland, 2009; Simmering, Triesch, Deák, & Spencer, 2010).
In a typical modelling endeavour, the modeller chooses a phenomenon to investigate. Next, the modeller chooses a learning mechanism. From the perspective of language acquisition, this choice reflects the particular theory being tested. For example, a model of word learning which employed a gaze following mechanism to allow the system to map labels to their referents based on social input would reflect a theory in which children too must follow gaze to learn words (e.g., Tomasello & Farrar, 1986). During training, the model is given input which reflects the input to the child, typically with simplifications and abstractions that again reflect the theory of interest. For example, a model which receives only linguistic input assumes that nonlinguistic input is not necessary for language acquisition. The modeller then tests and updates the model until its output reflects the target behaviour. Next, some aspect of the model or environment is changed; for example, the model could be trained with input from a new language (Chang, 2009) or altering some component of the model to explore atypical learning trajectories (Tovar, Westermann, & Torres, 2018). The model’s behaviour in this new learning environment then provides a target dataset for future empirical replication. This final step is critical: models have many parameters and assumptions, and a range of combinations of these parameters and assumptions could produce a model capable of simulating the target behaviour. Only given this empirical-model-empirical replication loop can researchers infer that the mechanisms in the model are sufficient to capture the behaviour in question and may tell us something about the mechanisms underlying cognition (Asada, 2012).
Computational models have moved the field forward in understanding what, if any, a priori knowledge is necessary for language acquisition. For example, bio-inspired connectionist and dynamic neural field models suggest that simple associative learning can account for a range of phenomena in mono- and bilingual early word learning (e.g., Colunga & Smith, 2003; Li, Zhao, & Mac Whinney, 2007; McMurray, Horst, & Samuelson, 2012; Samuelson, Smith, Perry, & Spencer, 2011) and for learning the dependencies between sequence elements characteristic of natural languages (Elman, 1993). Similarly, models which employ frequency-based distributional learning mechanisms indicate that characteristics of lexical development and elements of syntax can be learned by a simple mechanism which tracks co-occurrence statistics in the linguistic distribution (Freudenthal, Pine, Jones, & Gobet, 2015; McCauley & Christiansen, 2017). By necessity, however, simulation-only approaches dramatically simplify both the input and the learner to focus on the components of the learning mechanism that are necessary for acquisition, and to rule out those that are not (McClelland, 2009).
Why robotics?
Importantly, as this book emphasises, language acquisition is about more than language alone: it is a complex process which is affected by the rich nonlinguistic learning environment; it unfolds both in-the-moment and over longer developmental time (Kucker, McMurray, & Samuelson, 2015); and in particular, a growing literature indicates that the child’s own body, interacting with the learning environment, fundamentally shapes the input to learning (Thelen & Smith, 1996). For example, what children see during interaction with caregivers is quantifiably different to what adults see in that same interaction. Objects are larger and more stable in infants’ visual field than in adults, and critically, when this stability is maximised, infants are more likely to learn new object names (Pereira, Smith, & Yu, 2014; Smith, Yu & Pereira, 2011). The reason for this difference is simple: infants’ relatively shorter arms cause them to hold objects closer to their faces than adults do. Such everyday physical interactions with the world shape language acquisition and processing. For example, the extent to which a concept affords physical manipulation positively predicts school-aged children’s latencies in word naming tasks (Inkster, Wellsby, Lloyd, & Pexman, 2016), adults’ performance in semantic decision tasks (Pexman, Muraki, Sidhu, Siakaluk, & Yap, 2019), and age of acquisition of an object’s label over and above effects of more commonly studied predictors such as lexical frequency and imageability (Thill & Twomey, 2016). From this perspective, language acquisition is quintessentially and dynamically situated in the learning environment and the body (Smith, 2005).
However, computational models necessarily abstract away from this situated learning. For example, connectionist models frequently implement nonlinguistic representations, for example object categories, as single, discrete units, and distributional models do not incorporate perceptual information. Further, computational models rarely take into account proprioceptive or haptic input (although see Samuelson et al., 2011). In contrast, recent developments in robotics and artificial intelligence have led to the emergence of the new, interdisciplinary field of developmental robotics, which offers unparalleld opportunity for investigating the role of embodiment in development (Asada et al., 2009; Cangelosi & Schlesinger, 2015). The goals of the field are twofold. On the one hand, a primary aim for research in artificial intelligence is to develop systems that are capable of learning autonomously and generalising that learning to novel situations. Incorporating insights from studies of human development contributes to this goal by allowing the design of autonomous learning systems that can capitalise on the input available to humans, allowing the development of robots capable of successful interaction. From the perspective of developmental theory, however, developmental robotics – as with computational modelling – allows us to implement and test theories in computational cognitive architectures, but critically, to embed that cognitive architecture in an artificial body that learns in the same noisy environment as children (Morse & Cangelosi, 2017; Morse, Herrera, Clowes, Montebelli, & Ziemke, 2011; see Figure 1).
Figure 1.The relationship between developmental psychology and developmental robotics
Figure 1.
























































































  


  


  





  


  


  


  


  
  


  


  


  
  


  


  


  
  


  


  


  


  
  


  





  


  


  


  
  
  


  
  


  
  
  
  
  


  
  


  


  


  
  


  


  


  
  


  


  


  
  


  


  


  


  


  


  
  
  


  


  
  


  


  


  


  


  


  


  


  
  





  


  


  


  
  


  


  
  
  


  
  


  
  


  
  


  
  
  


  


  


  


  


  
  


  
  
  
  


  


  
  


  
  


  


  
  


  


  


  


  
  
  
  


  


  


  
  
  


  
  


  


  


  
  
  


  
  


  


  


  
  


  


  


  


  


  
  


  


  


  
  


  


  


  
  


  


  


  


  


  


  
  
  
  
  


  


  
  
  


  


  


  


  


  
  


  
  


  


  
  
  


  
  


  


  


  


  
  


  
  
  


  


  
  


  
  


  


  


  
  


  


  


  
  


  





  
  


  


  
  


  
  


  


  
  


  
  
  


  
  


  
  


  
  


  
  
  
  


  
  


  


  


  


  


  
  


  
  
  


  


  


  


  
  


  


  
  


  















For language acquisition in particular, implementing developmental theory in humanoid robots forces the modeller to take the online integration of multiple information sources seriously: robots integrate proprioceptive, haptic, visual, auditory and temporal cues with linguistic input. This offers substantially increased ecological validity relative to purely computational models of language acquisition and provides the opportunity to study language acquisition as a fundamentally embodied process (Iverson, 2010). In the following sections we describe models of a range of phenomena observed in language development and highlight their novel theoretical predictions. Specifically, we review models of important components of early language acquisition across early development: gaze following, early vocalisations, noun learning, abstract concept learning, and simple syntax acquisition. Importantly, these phenomena are theoretically controversial: each has been accounted for with both innate knowledge or domain-general mechanisms. As we note in the following sections, developmental robotics can help resolve these debates by directly implementing theoretical assumptions in the model, and critically, identifying which mechanisms are necessary for a behaviour to emerge, and which are unnecessary (Twomey, Morse, Horst, & Cangelosi, 2016). Finally, we outline future challenges for the closer integration of research in human language acquisition and developmental robotics.
Gaze following and joint attention
Children’s ability to follow adults’ gaze has been argued to be fundamental to establishing joint attention, and therefore a key precursor to language acquisition (Brooks & Meltzoff, 2005). Many accounts of joint attention assume that this skill depends on uniquely human sociocognitive abilities which allow infants to recognise adults’ intentional communicative acts. From these sociopragmatic perspectives, gaze following and joint attention are either innate social abilities (Csibra & Gergely, 2009), or come online alongside infants’ understanding of their own intentionality (Carpenter, Nagell, Tomasello, Butterworth, & Moore, 1998). In contrast, others argue that gaze following can be learned bottom-up from associative learning across perceptual input without a rich understanding of communicative intent (e.g., Yu & Smith, 2013).
Nagai, Asada and Hosoda (2006) explored potential mechanisms for the development of gaze following in a developmental robot. Figure 2 depicts the experimental set-up. The robot’s visual system consisted of a connectionist input layer which received images of a caregiver’s face looking in different directions, and a retinal layer which processed this input via a smoothing filter. Based on this final visual representation, the robot generated a motor command which caused the joint angles in its neck to change. Finally, the caregiver gave feedback (correct, incorrect) when the robot’s gaze direction matched, simulating a human caregiver positioning objects in a child’s field of view.
Figure 2.Experimental setup used by Nagai, Asada, & Hosoda (2006). Reproduced with authors’ permission
Figure 2.







Nagai and colleagues’ model incorporated two key developmental components: increasing visual acuity and increasing precision in caregiver scaffolding. First, early in learning, the robot’s visual input was fuzzy because the radius of the smoothing filter was large, meaning that it encoded broad, salient characteristics of the visual scene. Over time, input became more precise due to the gradual reduction in size of the smoothing filter (as a function of learning), resulting in more detailed encoding over time. Second, the caregiver gave feedback within a certain tolerance range. Again, early in learning, this range was broad, resulting in positive feedback for relatively large mismatches in gaze direction. As learning proceeded, the tolerance level was reduced (again as a function of learning), resulting in increased task difficulty across training. Following failed joint attention bids, the robot adjusted the angles of its neck joints randomly, making incorrect gaze following less likely across development.
Despite having no mechanism for understanding intentionality and no social reasoning capacity, the developmental model learned to follow gaze, and did so significantly more accurately than comparison models with no developmental component (i.e., precise visual representations from the outset, and/or maximum task difficulty from the outset). Further, the robot correctly followed human gaze in real-time when tested in a naturalistic interaction. Examination of the model’s internal representations revealed that the developmental robot had learned more highly structured representations than the comparison models; further, it had initially learned to follow gaze in the horizontal plane, then in the vertical plane. This work makes several assumptions which can be empirically tested; in particular, that infants can follow gaze (Michel, Wronski, Pauen, Daum, & Hoehl, 2017), that caregivers can follow and give feedback on children’s gaze (cf. Yu & Smith, 2013), and predicts that gaze following should initially be more accurate in the horizontal plane (for empirical support for this prediction, see Silverstein, Westermann, Parise & Twomey, 2019). However, it does not assume that children have rich social understanding. Thus, this model contributes to the theoretical debate surrounding the roots of language development by offering a mechanistic account of how gaze following can emerge bottom-up from the interaction between simple – but critically, developmental – mechanisms and associative visuomotor learning.
First vocalisations
Even before the onset of speech, infants’ vocalisations are characterised by turn-taking with their caregivers (Gratier et al., 2015). Turn-taking is viewed as an important precursor to human language and has been attributed to an intrinsic communicative drive (Levinson, 2016). However, the roots of this behaviour in infancy are not well-understood. Oudeyer and Kaplan (2006) demonstrate how turn-taking can emerge based on a curiosity mechanism by which a learner robot is intrinsically motivated to explore its environment. In this “playground experiment” a learner and a teacher robot are provided with simple toys to explore. The robots’ bodies approximate the morphology of a dog, with movable limbs, head and neck. The learner robot is also able to detect salient visual and auditory features of the environment, and both robots can vocalise.
The learner is not equipped with any a priori information as to the structure of the environment or how to interact with the toys or teacher robot. Instead, it initially explores randomly based on a set of motor primitives (e.g., head turn, leg movement). During exploration, the learner attempts to predict the sensory outcomes of particular combinations of motor parameters, for example, the change in its field of view resulting from movement of the head. To drive exploration, the learner is equipped with a reinforcement learning system, which rewards good predictions, and is given the goal of maximising this reward. Successfully predicted actions are therefore repeated, and unsuccessfully predicted actions abandoned, reducing prediction error over time and ensuring learning progress. When prediction error falls below a threshold, however, the robot explores a new action. Thus, over time, without top-down instruction as to how or what to learn, the robot explores all “action spaces” available to it, moving on to explore new possibilities when the preceding action is sufficiently learned.
As learning proceeds, the robot shows ordered behavioural stages, moving from random motor babbling to actions directed towards objects, to object affordance exploration, and finally, to vocalisation. Turn-taking emerges because the teacher robot is programmed to respond to the learner robot’s vocalisations when the learner is looking at the teacher, as observed in real-world mother–infant interactions (Gratier et al., 2015; Yoo, Bowman, & Oller, 2018). Thus, once the learner has learned to reliably perform actions on objects, it moves on to exploration of the vocal action space. Because vocalizing towards the teacher provides a predictable response, the learner robot is motivated to continue to vocalise in order to obtain this response, eventually resulting in turn-taking interactions.
The playground experiment offers a mechanism for the bottom-up emergence of infants’ early vocal interactions based on initially random, curiosity-driven exploration of the learning environment: the robot has no specific drive to communicate and no pre-existing understanding of its surroundings other than simple motor programs which allow it to engage in motor babbling, reflecting infants’ early motor development (Thelen, 1979). Rather, learning is driven by prediction error reduction and reinforcement during exploration, suggesting that rather than a drive for communication specifically, the onset of infants’ vocalisations may be driven by domain-general mechanisms. In particular, this work predicts that the skills necessary for motor babble are also implicated in the onset of vocalisation, in line with strongly embodied theories from the developmental literature (e.g., Iverson, 2010; Thelen, 2000)
First words
Children’s ability to single out and retain the referent of a novel noun from an array of potential referents is long-documented (Carey & Bartlett, 1978); indeed, from 18 months they are so successful at forming label–object mappings that various rich knowledge structures have been proposed to account for this impressive ability, such as the ability to understand adults’ referential intent (Carpenter et al., 1998), innate word learning biases (Markman, 1994) or the metacognitive ability to reason on their own knowledge (Golinkoff et al., 1992). In contrast, associationist accounts assume that learning simple label–object mappings across multiple, ambiguous encounters is sufficient to account for early noun learning (Smith & Yu, 2008).
The lack of empirical consensus on the extent to which children depend on innate knowledge structures to solve the disambiguation and retention task has inspired a range of different types of computational model with different levels of assumptions about children’s prior knowledge, all of which have successfully accounted for aspects of early word learning (e.g., Colunga & Smith, 2005; McMurray et al., 2012; Samuelson, Schutte, & Horst, 2009; Xu & Tenenbaum, 2007). However, all these necessarily use highly simplified inputs and operate in simulation time, in contrast to children, who learn in noisy environments in real time. Thus, recent work has employed embodied models to simulate real-world experiments in word learning, with the goal of shedding light on the mechanisms sufficient for beginning to build a vocabulary.
Morse et al. (2015) developed a robotic simulation of a word learning task by implementing a connectionist neural architecture (Epigenetic Robotic Architecture, henceforth ERA; Morse, de Greeff, Belpeame, & Cangelosi, 2010) in the humanoid iCub robot (Metta et al., 2010; see Figure 3). iCub is designed to reflect the physical proportions of a three-year-old child. The robot can “see” and “hear” via its cameras and microphones and receives proprioceptive input from its limbs. The ERA consists of a network of self-organising maps (SOMs; Kohonen, 1998) and a connectionist label field. The model receives real language input to the connectionist neurons via voice recognition software, each neuron representing a single lexical item. The SOMs process perceptual information from a particular modality; in Morse and colleagues’ (2015) implementation, a visual SOM learned from visual input (average pixel colour), and a posture SOM learned from proprioceptive input (joint angle information). The label field and the visual SOM are connected to the posture SOM via excitatory and inhibitory connections which allow activation to flow between them through the central body hub. Via these connections, the robot learns to associate information from multiple modalities in real-time. For example, if the robot turns towards and points at a toy food item on the left side of its visual field and hears “lemon”, it simultaneously processes colour and shape information (yellow, oval) in its visual SOM, proprioceptive feedback (torso and head oriented to the right) in its posture SOM, and label inputs in the label field, and these representations become linked via the connections between SOMs. Thus, the meaning of the word lemon is distributed across the visual and proprioceptive modalities.
Morse and colleagues used this system to capture results from an influential word learning experiment (Baldwin, 1993). In this study, 16-month-old infants sat at a table opposite an experimenter who familiarised them with two toy novel objects across eight trials. On the first trial, the experimenter presented a novel object on the left-hand side and drew the child’s attention to it (Look! Look at this!). On the next trial, the other object was shown on the right and the same procedure was followed. After each object had been seen four times, the experimenter hid each toy in a separate bucket out of the child’s line of sight, and then placed the buckets on the left and right according to the toy’s location during familiarisation. The experimenter then turned to one of the two buckets and gave a novel label three times (e.g., It’s a modi! A modi! There’s a modi in there!). Finally, the objects were placed in the midline of the table and the child was asked to Get the modi!. Children selected the labelled object at levels greater than expected by chance, despite not having been able to see the object during the labelling event. Based on comparisons with control conditions, the authors concluded that infants had used social cues, specifically the experimenter’s intention to refer to the target object with the novel label, to form the label–object mapping.
Morse and colleagues provided iCub with an identical task: the robot saw the same number of trials in the same order and the same experimental set-up – including timings – as did children in the original study. The robot learned to associate novel words with novel objects at comparable rates to children but did so without any ability to track social cues or infer referential intent. Rather, a series of follow-up tasks demonstrated that the robot mapped labels to objects using proprioceptive information (i.e., consistent left-right position of the target and the distractor). In particular, in control conditions in which the left-right position of the target was counterbalanced across trials, or in which the robot’s body posture was altered between training and test by standing the robot up, the robot failed to learn. In line with related computational work (Samuelson et al., 2011), the robot results suggest that children can use spatial information mediated by the location of their body in space when learning their first words. Morse and colleagues tested this possibility by rerunning the robot control studies with toddlers, using the same experimental design. Critically, these infant studies captured the robotic results, offering converging evidence that given this additional, proprioceptive information, there is no need to invoke higher-level social understanding, at this early stage of development at least.
Figure 3.Example trial from the experiment reported in Twomey, Morse, Horst, & Cangelosi (2016)
Figure 3.

















































  








  


  


  
  


  


  


  
  
  


  


  
  


  


  
  
  


  


  
  
  



In related work, the same system has been used to capture experimental data from two-year-old children, suggesting that their apparent ability to map labels to novel objects using a mutual exclusivity-type reasoning process (e.g., Golinkoff et al., 1992; Halberda, 2006; Markman, 1994) can be accounted for by the low-level excitatory and inhibitory dynamics of the interactions between the SOMs and known vocabulary (Horst, Twomey, Morse, & Cangelosi, 2019; Twomey, Horst, & Morse, 2013; Twomey et al., 2016) and that competition effects on label retention can be explained by the time taken to move the head in order to encode the entire visual field (Twomey et al., 2016; Figure 3). Overall, since the same system that replicates a range of empirical results has been used to make testable predictions for experimental studies, and these robotic predictions have in turn been empirically replicated, this work strongly suggests that a range of children’s early linguistic behaviours can be accounted for with simple, embodied, associative learning (Morse & Cangelosi, 2017).
Abstract words
Abstract words such as verbs, prepositions, and adjectives are typically acquired later than nouns (Fenson et al., 1994) and are considered to be more challenging for children to learn, having no tangible real-world referent (Barsalou, 2003; Gleitman, Cassidy, Nappa, Papafragou, & Trueswell, 2005). For example, the verb give can be used for multiple giving events with highly variable perceptual features – different agents, different recipients, different themes, different actions and so on – in addition to the well-known difficulty that any given lexical item can refer to any feature of the hearer’s experience (Quine, 1960). Unlike concrete nouns, then, children’s first abstract words cannot simply be mapped onto something they can see and touch. Thus, the puzzle of how children acquire abstract concepts is a critical step towards understanding the acquisition of the words that refer to these concepts (Borghi, Barca, Binkofski, & Tummolini, 2018; Cangelosi & Stramandinoli, 2018; Thill, Padó, & Ziemke, 2014).
Again, various mechanisms have been suggested to address this challenge; for example, on the syntactic bootstrapping hypothesis, children use innate knowledge of the semantics of syntactic structures to infer aspects of verb meaning (e.g., Fisher, Gertner, Scott, & Yuan, 2010; Gleitman, 1990; Naigles, 1990). Semantic bootstrapping accounts assume that children possess innate rules which allow them to map meaning inferred from the visual scene to syntactic structures (Pinker, 1989). Alternatively, distributional accounts assume that some abstract words and their meanings can be learned from the semantics of the words they occur with (e.g., Landauer & Dumais, 1997). While all these theories could explain abstract word learning, they have all been criticised. Bootstrapping accounts depend on innate rules or thematic role knowledge, and distributional accounts raise the question of how any meaning is acquired at all: if all words gain their meaning from neighbouring words, it is not clear how these meanings become grounded in perceptual information (for a detailed discussion, see Barsalou, 1999; Taniguchi et al., 2016).
Recent work in developmental robotics has offered important new insight into the acquisition of abstract words (for a review, see Cangelosi & Stramandinoli, 2018). These models demonstrate that embodiment substantially simplifies acquisition. Specifically, in a system that knows the motor concept PUSH and the motor concept STOP, the abstract motor concept GIVE can be generated by the combination of PUSH + STOP (Cangelosi, Greco, & Harnad, 2000). In contrast to semantic or syntactic bootstrapping accounts, this situated account assumes that early-learned abstract concepts and their labels are grounded in proprioceptive information. On this basis, the learner’s motor representations limit the number of meanings available (e.g., GIVE is something you do with your body), narrowing down the referent space. Thus, on this account, by incorporating additional information into abstract concept representations, the mapping of a label to this concept becomes relatively straightforward (Kaplan et al., 2008).
Such a framework was implemented by Stramandinoli, Marocco and Cangelosi (2017), again in the iCub robot. The authors proposed a mechanism for the acquisition of abstract words which grounds abstract concepts in motor and visual input. Importantly, this model can also explain the acquisition of words with little perceptual or proprioceptive grounding such as make and use. The robot is provided with a set of motor primitives (Flash & Hochner, 2005), which allow it to perform simple actions (e.g., pushing, pulling). At the beginning of training, it receives visual and motor input from its sensors as it interacts with a set of objects (e.g., a brush, a hammer). Visual input consists of video feed from the robot’s cameras, and proprioceptive input in the form of joint angle information. These inputs are received by dedicated modules (e.g., object recognition, head movement) and fed to a recurrent neural network (RNN) equipped with a short-term memory, allowing behaviour at a given timestep to influence behaviour later in learning. Linguistic input is fed to the RNN in the form of verb-noun sequences, processed in distinct areas of the network. After the RNN has processed these inputs, new joint angles are computed and sent back to the motor module, causing the robot’s body to move. In this way, the robot responds to linguistic input by producing a new action. Thus, word meaning is explicitly grounded in the perceptual and proprioceptive information provided by the robot’s body. In addition to sensorimotor information, the model processes temporal information as a consequence of the recurrent neural network, specifically, an Elman simple recurrent network (Elman, 1993). Importantly, this innovation results in learning situated not only in the body, but also in time, allowing the robot to combine its motor primitives into more complex action sequences.
The robot first learns simple motor behaviours by associating objects with actions. For example, during training the robot is trained to recognise the object BRUSH and associate it with the action PAINT, which in turn is an iterative combination of the motor primitives LEFT and RIGHT. Once the robot has learned to produce these actions, it receives linguistic inputs in the form of verb-noun sequences (e.g., paint [with] brush) and learns to associate these with the learned object/action behaviour. Thus, action concepts are directly grounded in a particular sensorimotor experience, and critically, word meanings are distributed across the perceptual and motor modalities. After this stage of training the robot can respond to linguistic commands with the appropriate action, indicating verb (and noun) acquisition. However, at this stage in training the system does not yet account for the acquisition of more abstract words such as use and make. To this end, the robot is finally provided with a previously learned object and given abstract linguistic input, for example use [the] brush. The presence of the object activates the learned motor representations and causes the robot to produce that action, but critically, the RNN now associates that action with use. Training the robot with multiple actions in the context of abstract linguistic input results in the robot producing object-appropriate actions in response to verbs with little direct sensorimotor grounding; that is, the robot learns the meanings of abstract words by combining more concrete, grounded behaviours. Further, word meanings are distributed hierarchically: paint and cut are subordinate members of the use category, reflecting the hierarchical structure pervasive in both human action and language (Grafton & Hamilton, 2007).
Interestingly, examination of the robot’s internal representations demonstrated that when the robot was provided with verbs that were incompatible with its visual scene, for example paint [with] brush in the presence of the hammer, the action produced was driven by perceptual rather than linguistic input. Similarly, when the robot heard incompatible nouns, for example seeing a brush and hearing use [the] hammer, the activated action representation corresponded to the noun. This finding reflects humans’ flexible category generalisation based on object affordances; for example, referring to a tree stump as a seat or handing someone a pencil when asked for a pen (Deák, 2003). Importantly, the robot is given no instruction to generalise: this ability emerges bottom-up from the interaction between the robot’s inputs and the dynamics of the RNN.
As the authors acknowledge, the experimental setup is constrained and substantially simplified relative to the noisy, unpredictable environment in which children acquire abstract language. Further, it assumes that children are ostensively taught how to map actions to simple sentences by caregivers; while there is substantial empirical and computational evidence for the important role of child-directed speech in language acquisition (Hart & Risley, 1995; Hoff, 2006; Jones & Rowland, 2017), there is also evidence that the prevalence of these parent–child interactions varies substantially across sociocultural backgrounds (e.g., Hoff, 2003; Lieven, 1994). The model also assumes that children have an understanding of word classes, implying either innate knowledge or that some form of distributional learning takes place before the onset of abstract word acquisition (see Brusini et al., 2017, for evidence from 18-month-olds). Finally, this work leaves open the question of abstract concept development in children with motor impairments. Nonetheless, this model offers compelling new mechanistic and developmental support for neuroscientific findings from the embodied cognition literature, which suggest that abstract language and concepts are grounded in motor representations (for a review, see Meteyard, Cuadrado, Bahrami, & Vigliocco, 2012). Importantly, related models have demonstrated that embodiment contributes to number word learning (De La Cruz, Di Nuovo, Di Nuovo, & Cangelosi, 2014) and the development of counting (Rucinski, Cangelosi, & Belpaeme, 2012). Taken together, this body of work highlights the importance of proprioception to the grounding of abstract concepts and their labels.
Syntax
Syntax acquisition remains one of the biggest challenges for both developmental robotics and computational modelling. While abstract words can be indirectly grounded via lower-level embodied concepts, the extent to which syntax involves semantics, let alone embodiment, is disputed (for a review, see Ambridge, Barak, Wonnacott, Bannard, & Sala, 2018). Currently the field benefits from a diverse range of non-embodied models which implement variations of the equally diverse theories of grammatical development, from purely distributional learners (Freudenthal et al., 2015; e.g., McCauley & Christiansen, 2017), to connectionist networks (Chang, Dell, & Bock, 2006; Elman, 1990; Miikkulainen, 1996), to probabilistic Bayesian learners (Alishahi & Stevenson, 2008).
Studying syntax acquisition in robots poses an even greater challenge. One difficulty concerns the nature of the input. While computational models’ learning is based on rapid processing of often large corpora of natural or constructed language data, robots learn in real-time, processing complex, multimodal inputs. Relatedly, while children begin increase their lexicon rapidly from around two years (Fenson et al., 1994), syntax acquisition unfolds over a longer developmental timescale: children produce grammatical overgeneralisation errors until at least six years of age (e.g., “Do you want to see us disappear our heads?”; Bowerman, 1988). Further, the acquisition of more complex structures depends first on the acquisition of related, simpler items (Abbot-Smith & Behrens, 2006). Simulating the rich input and a suitable timescale for syntax acquisition in a robot is therefore not trivial.
To date, then, the focus in developmental robotics has been on delineating the mechanisms which set the foundations for syntax acquisition. Fewer developmental robotic models have addressed the puzzle of syntax itself (although for an impressive evolutionary approach, see Steels, 2016). Dominey and Boucher (2005) present one of the few such robotic models, inspired by usage-based approaches (Goldberg, 1995; Tomasello, 2003). This model consists of a series of dedicated modules which store lexical items, constructions in the form of slots which can be populated by open and closed class (function) words (e.g., passive: _ / was / _ / by _), thematic roles, and referents, linked via connectionist maps which learn to associate the items between modules. Inputs consist of a video feed of an experimenter manipulating simple coloured blocks and narrating the event with well-formed sentences, for example “the triangle was pushed by the block”. Visual and verbal input are then parsed offline to generate a corpus of sentence-meaning pairs. During training, the model is presented with sentence-meaning pairs, first learning to map objects, actions and lexical items onto thematic roles, and then thematic roles to constructions. The key assumptions are that the model can differentiate between open class and function words, and that each construction contains a unique sequence of function words. Because the model extracts sequences of function and closed class words (as well as sequences of meanings) from its input, it can associate lexical items (and meanings) with the correct slot within a construction. After training, the model is capable of processing novel sentences and generating the correct meaning representations, offering a mechanism for sentence comprehension without a priori understanding of hierarchical syntactic structure, and reflecting human language development in that it begins by learning simple referent–meaning mappings before associating these with more complex syntactic structures. However, it leaves open a number of important issues, in particular the question of how constructions are acquired in the first place, and how sentence–meaning mappings could be acquired in real-time from noisy, ill-formed input. Further, although the model demonstrates that visual scene information can play a role in sentence comprehension, it does not address the role of embodiment highlighted by developmental models of earlier stages of acquisition.
Overall, then, while developmental models have had some success in simulating the protogrammar observed at around two years (Lyon, Sato, Saunders, & Nehaniv, 2009; Morse & Cangelosi, 2017), currently there exists no unified account of the mechanisms which underlie children’s transition from early lexical development to productive syntax, and the issue of spontaneous production of novel, complex language is yet to be addressed. Strikingly, outside cognitive science research, despite huge recent advances in commercial machine learning techniques, as yet no algorithm has been developed that can flexibly produce grammatical, pragmatically-appropriate language in interaction with humans, despite the increasing prevalence of artificial intelligence in our everyday lives and the clear financial incentives to develop such a system (Cangelosi & Stramandinoli, 2018). Thus, simulating syntax acquisition remains a critical challenge for industry and developmental science alike.
Conclusion
Developmental robotics is an exciting new field, which is moving forward rapidly as engineering and computational constraints are overcome, providing new insights into the possible mechanisms underpinning development in human infants. This approach often involves simulating developmental processes from the bottom up; for example, in Stramandinoli and colleagues’ (2017) model, in order to learn abstract concepts and words, the robot must by necessity first learn about objects and then link these objects with their labels. Only after this initial learning and integration of simpler motor, perceptual and linguistic representations can the model generalise across these experiences to acquire more complex linguistic knowledge (cf. Elman, 1993). Thus, rather than decomposing language acquisition into a set of isolated mechanisms and behaviours as in many computational models, embodied approaches require a “whole system” approach, offering the potential for understanding (language) development as emergent from inputs across multiple modalities and timescales (Broz et al., 2014).
Continuing advances will allow exploration of important theoretical challenges, in particular syntax. However, developmental and cognitive plausibility is critical to how informative such models can be to developmental theory. Thus, developmental robotics should be – and in some cases is – a fundamentally collaborative process, capitalising on the expertise not just of roboticists, but also of developmental scientists and experts in language acquisition. In this way, developmental theories can be implemented in models, new predictions made, and crucially, tested in human children (Figure 1). Future active collaboration between developmental psychologists and developmental roboticists can bring simultaneous benefit to our understanding of cognitive development in children, and to designing cognitive skills in robots (Cangelosi & Schlesinger, 2018).
The goal of this review has been to highlight a handful of developmental robotic studies that can explain a range of components of language acquisition. Many of these models can account for these phenomena without specifying complex knowledge structures or inferential processes. Rather, it is the additional input to learning provided by the models’ bodies, and in some models, the distribution of representations across multiple modalities and their integration by the body, which supports the learning of these important facets of language. In her recent work, Elena has called for a focus in earnest on mechanism; that is, how children map linguistic forms to their meanings (2010b, 2014, 2016). Developmental robotics points to one important possibility that until recently has been largely ignored: proprioceptive input may help bind representations together. At least in part, then, children may learn language with their bodies.
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AbstractAcquiring language is notoriously complex, yet for the majority of children this feat is accomplished with remarkable ease. Usage-based accounts of language acquisition suggest that this success can be largely attributed to the wealth of experience with language that children accumulate over the course of language acquisition. One field of research that is heavily underpinned by this principle of experience is statistical learning, which posits that learners can perform powerful computations over the distribution of information in a given input, which can help them to discern precisely how that input is structured, and how it operates. A growing body of work brings this notion to bear in the field of language acquisition, due to a developing understanding of the richness of the statistical information contained in speech. In this chapter we discuss the role that statistical learning plays in language acquisition, emphasising the importance of both the distribution of information within language, and the situation in which language is being learnt. First, we address the types of statistical learning that apply to a range of language learning tasks, asking whether the statistical processes purported to support language learning are the same or distinct across different tasks in language acquisition. Second, we expand the perspective on what counts as environmental input, by determining how statistical learning operates over the situated learning environment, and not just sequences of sounds in utterances. Finally, we address the role of variability in children’s input, and examine how statistical learning can accommodate (and perhaps even exploit) this during language acquisition.

Preface
Elena Lieven has provided some of the best evidence for how children’s language development is directly dependent upon their language experience. The empiricist, usage-based principles that characterise her approach have been enormously influential in terms of defining both the types of processes and mechanisms that are required to explain children’s behaviour, and the language knowledge that underlies that behaviour. In conversations with Elena over the last few years, in regular reading group meetings in North West England, and then through the thrilling collaborations that have emerged during the ESRC International Centre for Language and Communicative Development, the similarities between this perspective and our statistical learning approach have (at least on our side of these conversations) been strikingly apparent. Nevertheless, Elena’s scepticism about the artificial nature of our statistical language learning studies has proven a valuable fillip to ensure that our understanding of language is properly respected, in terms of key characteristics of its structure, and the conditions within which language learning is embedded during the natural interlocutory experience of the child (see also Dupoux, 2018). In this chapter, we review some of our reflections on statistical learning in language acquisition, which owe a debt to Elena’s approach that emphasises the importance of not just looking to the distribution, but also considering the language learning situation in all its florid, glorious, and sometimes puzzling, complexity.
Introduction
Within a few short years, children develop a degree of knowledge about language close to mastery, sufficient to comprehend fast, varied, incoming speech, and sufficient to use language productively. Understanding humans’ path to linguistic proficiency has been a mainstay of language philosophy and language acquisition research since the earliest recorded debates between nativist and empiricist accounts of learning.
Arguments over whether (language) knowledge is innate or acquired have resounded throughout the history of thought. In The Republic, Plato stated the case for knowledge to be innate because the form of the knowledge to be acquired is not perfectly contained in the senses (thus, the senses require perceptions in order to interpret the abstract form that generates the percept itself). In counterpoint, in The Posterior Analytics, Aristotle questioned the possible existence of innate knowledge prior to experience, concluding instead that knowledge was a consequence of extracting generalisations from repeated experience (Modrak, 2001). Such contrasting views have repeated in the 20th and 21st Centuries with particular reference to the domain of linguistic structure – with nativist accounts theorising that language structure is innately encoded knowledge that is activated through recognition of percepts, while empiricist views postulate that it can be entirely extracted from general purpose cognitive operations over experience. In the empiricist tradition, frequently repeating language structures were seen to provide the possibility for structure learning. For instance, Harris (1954) proposed that the meaning of a word, and its usage, could be determined from co-occurrences of that word within the language. For grammatical categories, Fries (1952) demonstrated that co-occurrences between very frequent words and the words that precede or follow them could fall into distinct clusters with little overlap, which could be described in terms of the grammatical categories to which those words belong. For instance, nouns frequently follow articles (the, a) but verbs seldom do, whereas nouns seldom follow pronouns (you, I), but verbs often do.
However, these early demonstrations of the potential for experience to define language structures were beset by the problem of very small corpora, often in a single language (Fries, 1952; Harris, 1954), thus a proof of concept was not sufficient proof that adequate learning was possible from experience alone. Furthermore, accounts concerning the range of cognitive computational mechanisms that could operate over language input were somewhat limited, leaving suggestions for the possible limits of such statistical learning overly constrained (Redington et al., 1998). For instance, Pinker (1984) argued that, “the properties that the child can detect in the input – such as the serial positions and adjacency and cooccurrence relations among words – are in general linguistically irrelevant.” Relatedly, there remained the continued puzzle as to how structures that had never occurred during exposure could be acquired if learning was based entirely on experience (Chomsky, 1981; Crain & Nakayama, 1987). Thus, proposals for nativist, generativist accounts of language learning became the dominant descriptions of language acquisition throughout the 20th Century (see review by Pullum & Scholz, 2002).
Against this mainstream nativist view, work on the role of experience for language learning continued. Prominent amongst these approaches were the observations by Lieven and colleagues that children’s language productions could be described in terms of reproduction and manipulation of linguistic constructions that the individual child is exposed to through the productions of their caregivers. Lieven and colleagues thus sought to determine precisely how experience gives rise to knowledge of language structure (e.g., Lieven et al., 2003, and see also Cameron-Faulkner et al., 2003; Lieven & Brandt, 2011; Lieven et al., 2009). This important work helped to define our understanding of the complexity of the computational processes that are available to the learner, and the consequent richness of the structure that can be induced through the operation of these processes over the child’s input. Such a view enables us to determine the extent to which language structure can be learned from statistical computational processes. Furthermore, it permits theorising on whether the computational processes children perform during language acquisition employ language-specific mechanisms that assist language acquisition alone, or general purpose mechanisms that help learning more broadly and are brought to bear to help with the special task of acquiring language.
Drawing on many of the same key principles as Lieven and colleagues’ work on experience-based learning, the field of statistical learning has revealed substantial insights into the way in which children can learn from the linguistic input they receive – particularly with regard to acquisition of language structure. Research on statistical language learning seeks to uncover the precise distributional properties of children’s input, and determine the operations that children can perform over that input that may account for their developing (implicit) knowledge of the language, sufficient to explain their growing linguistic productivity. The assumptions underpinning this literature counter alternative accounts that propose language structure is not acquired via computations over the distributional properties of the input, but rather that the input activates specific innate knowledge about language. Under the empiricist approach, it is assumed (until observation proves this approach inadequate) that children learn about language from experience, and respond to the linguistic properties that are sufficiently expressed within this language experience itself.
In this chapter, we consider two key themes regarding progress in studies of statistical learning of language. First, we address the types of statistical learning that apply to a range of language learning tasks, asking whether the statistical processes purported to support language learning are the same or distinct across different tasks in language acquisition. Second, we expand the perspective on environmental input, by determining how statistical learning operates over the whole environment, and not just sequences of sounds in utterances, to address the question of how situated language affects learning. A key aspect of language learning is the variability that permeates the learning environment, and so we also address the role of variability in children’s input, and examine how statistical learning accommodates – and even exploits – this variability.
Statistical processes for different language learning tasks
Contained within language is a panoply of information on which learners can draw to help them master a broad range of language learning tasks. At every level of linguistic structure exist regularities that can assist learning – for instance, co-occurrence of particular phones can help learners to develop knowledge of the phonotactics within syllables, while co-occurrences of those syllables can come to constrain how words are constructed in the language. Similarly, information about how those words are used in combination helps learners to discern how words group together in utterances, and how the language operates in terms of its grammatical and syntactic structure. Investigating learners’ ability to extract and compute over language input to derive these levels of linguistic structure is critical for our understanding of language learning. Whether and how the nature of this learning differs across tasks, though, is subject to debate – particularly with regard to early stages of acquisition.
For speech segmentation, the role of a distributional learning mechanism has been long accepted, with accounts largely converging on the notion that statistical processing drives acquisition of the ability to segment speech into words. There has been substantial progress in defining the statistical mechanism that children apply to speech input in order to master this skill, stemming from the seminal study by Saffran, Aslin, & Newport (1996), which discovered that children were sensitive to transitional probabilities between syllables in speech. Detecting and computing over transitional probability variation can assist speech segmentation since transitional probabilities between words are low, relative to transitional probabilities between syllables within words, which are often much higher. For instance, in the CHILDES database (MacWhinney, 2000), the transitional probability between “the” and “peng” is .1% – among 5.5M words of English child-directed speech there are 179 instances of this transition, and 149,743 instances where “the” is succeeded by something other than “peng”. In contrast, “peng” is succeeded by “uin” 601 out of 609 times in the same corpus, yielding a transitional probability of 98.7%.
Saffran and colleagues (1996) demonstrated that 8-month-old infants could track co-occurrences between adjacent syllables in speech, and distinguish between syllable transitions that had different probabilities of co-occurrence. The study involved highly constrained artificial speech that was produced in a continuous stream, comprising four trisyllabic words. Particular triplets of syllables always occurred together, forming the words, but each word could be followed by any one of the other three words. Thus, within words transitional probabilities between syllables were 1, whereas between words transitional probabilities were much lower (0.33). After listening to the speech, children were tested on their looking times to stimuli that comprised words in the language, and stimuli that comprised trisyllabic strings that spanned two words (part-words). If learners were sensitive to the distributional properties of the language they had heard, and if they could compute over these properties in such a way that informed learning, then they may respond differently to the words and part-words at test. Indeed, during testing, children looked for longer at the part-words than the words, indicating a novelty preference for the sequences that contained lower transitional probabilities – implicating a possible role for statistical learning in speech segmentation.
This statistical segmentation effect has been replicated many times in subsequent research, for both infant and adult learners (e.g., Saffran et al., 1997), and is corroborated in a recent meta-analysis by Black and Bergmann (2017). Perhaps even more convincingly, evidence for statistical segmentation has also been found for natural (as well as artificial) language stimuli (Pelucchi et al., 2009), lending great credence to the notion that a mechanism capable of computing across syllable transitions in speech may contribute to children’s language acquisition.
Much of the work that grounds our understanding of statistical speech segmentation has focussed on computing over syllables that follow one another in speech directly. However, transitional probabilities between non-adjacent syllables (i.e., syllables that are separated in speech, but are critically dependent on one another) have also been shown to help learners segment speech into candidate words (Marchetto & Bonatti, 2015; Peña et al., 2002). In these studies, words comprised syllable triplets of the form AXC, with each letter indicating a different syllable. Unlike the Saffran et al. stimuli, here there was a transitional probability of 1 between the first and third syllable within a word (syllables A and C), whereas the transition between the first and second (A-X), and second and third syllables (X-C) had a probability that was much lower (0.33 in Peña et al.’s study, and 0.5 in Marchetto and Bonatti’s). In Peña et al.’s study with three nonadjacent pairings, the transitional probability between the first and second, and second and third syllables was therefore the same as that between the final syllable of the word and the beginning of the next word – meaning learners had to look to the nonadjacent dependencies to help extract the words from speech (though these statistics differ slightly in infant studies, as the language-size is typically reduced to two, rather than three, non-adjacent dependencies).
After hearing continuous speech comprising nonadjacent dependencies, infants over 12 months of age have been shown to distinguish between words and non-word competitors, demonstrated through longer listening to non-words during testing. Similarly, adult learners have been shown to select words over part-words as more likely word candidates on a two-alternative forced-choice test. These findings have been replicated for both infant (Frost et al., 2020) and adult learners (e.g., Frost & Monaghan, 2016), providing converging evidence that learners can draw on non-adjacent distributional relationships to help them to segment speech – even though this requires computing over intervening material. In terms of generalising the within word-structures, learner’s statistical learning abilities are somewhat different: adults can generalise these dependencies to novel instances, even when trained on continuous speech – meaning they can segment the words from speech, and learn to generalise the within-word structure at the same time, from statistical information alone (Frost & Monaghan, 2016). For infants though, there is little evidence that these tasks can proceed in tandem from statistics alone (e.g., Marchetto & Bonatti, 2013, 2015, but see Frost et al., 2020), and research has suggested that these tasks could follow distinct developmental trajectories (Marchetto & Bonatti, 2013, 2015), even though they may draw on similar statistical mechanisms (see Frost & Monaghan, 2016, for further discussion).
Further evidence for the role of transitional probabilities in locating word boundaries can be found in the computational modelling literature. Elman (1993) showed that a recurrent neural network model was sensitive to changes in transitional probabilities when presented with a corpus of continuous speech input, with the model being substantially better at predicting the next item of speech within words, compared to at word boundaries. French et al. (2011) extended this model to show that both forward and backward transitional probabilities could drive learning. This application of sequential statistical learning showed how transitional probabilities are able to highlight word boundaries in continuous speech, though it did not explain how those words might actually be acquired into the learner’s vocabulary.
A computational model termed PARSER (Perruchet & Vinter, 1998) took a somewhat different approach to resolving speech segmentation; rather than processing transitional probabilities from speech, Perruchet and Vinter (1998) showed that PARSER learned to join together, or chunk, frequently occurring sequences in speech in order to extract words from artificial language input (such as that used in the Saffran et al. (1996) experiments). PARSER could also demonstrate segmentation for languages containing non-adjacent dependencies (again through chunking, rather than transitional probability computation; Perruchet et al., 2004), simulating the behavioural results observed by Peña et al. (2002), but through critically different means. Thus, demonstrations of learning from input containing variation in transitional probabilities do not necessarily indicate that learning is based on those transitional probabilities. Indeed, Perruchet and Vinter (1998) highlighted that associations between frequent-occurring sequences could sufficiently explain the behavioural results observed in Saffran et al.’s (1996) study of speech segmentation, and Pena et al.’s (2002) study of nonadjacent dependency learning.
Models such as these have substantially enriched our understanding of language acquisition. However, a model that already isolates syllables in effect solves a great deal of the problem of segmentation, because identifying where syllable boundaries fall is a profoundly difficult challenge in its own right. Thus, models that join together frequently occurring phoneme pairs according to their co-occurrence statistics provide a further incremental step toward understanding how learners build up and distinguish words in continuous speech (e.g., Hockema, 2006; Swingley, 2005). The task of identifying phonemes from continuous speech, though, is in itself extremely challenging (Kamper, Jansen, & Goldwater, 2016).
A general feature of these models – both those that rely on transitional probabilities, and those that rely on associations between syllables – is that they build words up by chunking together co-occurring sequences from speech. However, an alternative statistical mechanism that operates on speech input could instead begin with larger sequences (utterances or utterance fragments) and break these down into their potential constituent words. Monaghan and Christiansen (2010) examined the efficacy of such a mechanism with their PUDDLE model of speech segmentation, which they applied to natural language corpora of child-directed speech. The model began with a whole utterance represented as a string of phonemes (rather than syllables), treating the entire string as a candidate word in the language. When a word that already occurred in the language was present in a later utterance, the utterance was broken down into the part preceding the known sequence, and the part succeeding it. In this way, the model learned effectively to isolate words in speech, with words represented in terms of their phonemes rather than their syllables.
Sensitivity to statistical information has been also proposed to support acquisition of morphology. General purpose information-theoretic principles have been suggested to be capable of identifying morphemes (Harris, 1955), as well as word boundaries, and this was taken to be entirely compatible with early generative accounts of how those identified morphemes would then interoperate (Chomsky, 2005). Using the MOSAIC model, Freudenthal, Pine, and colleagues demonstrated how representation of morphological structure can be effectively deduced from the statistical information present in child-directed speech (e.g., Freudenthal et al., 2006). MOSAIC incorporates two key components: a memory store, and statistical mechanisms that parse speech in relation to the stored representations of speech in memory, in order to detect morphemes. The model receives child-directed speech utterances as input, and stores fragments of those utterances, constrained by working memory limitations. Those fragments thus comprise the end of the utterance (as this is the most recently experienced part of the speech within working memory). The proportion of the utterance that can be processed from the end is a property of the number of previously stored fragments that it comprises. Stored fragments gradually increase in size due to recognition of the fragments they contain – enabling larger sequences to be stored in memory. Thus, the model stores subsequences of utterances of varying size. For production, the model retrieves these subsequences, therefore speech comprehension is driven initially by splitting the input, according to memory limitations, and speech production then involves chunking these fragments together. The model is able to simulate children’s productive language development, demonstrating key phenomena, such as use of the optional infinitive (e.g., “He go” instead of “He goes”) in early language production.
Approaches to word and morphological segmentation have therefore yielded rich results, through a combination of corpus analyses that determine the multiple sources of statistical information in language that could assist learning, computational models that explicitly test the usefulness of this information, and experimental studies that measure learners’ sensitivity to this information in speech.
Similar approaches have been taken to determine the statistical mechanisms available for learning mappings between words and their potential referents. A key challenge in language acquisition is determining which referent in the child’s environment a word refers to, from a potentially infinite array of possibilities (Quine, 1960). Proposals for how children constrain possible mappings have focused either on innate or strategic constraints applying to the communicative situation (such as mutual exclusivity – assuming a novel word maps to an unknown object, or the whole-object constraint – assuming a label refers to an entire object rather than one of the parts comprising it; see Monaghan et al., 2017, for a review). Alternative accounts have explored the extent to which learning can instead be driven by the development of statistical associations between particular words and features of the environment, based on the occurrences (and co-occurrences) of these words and features over multiple learning instances.
Smith and Yu (2008) showed that infants were able to track such cross-situational statistics to acquire mappings between particular words and objects, and research using head-mounted eyetracking is beginning to explore the way that the dynamic statistical properties of children’s environments shape their language acquisition in more naturalistic settings than the laboratory (Clerkin et al., 2017; Smith et al., 2018). Children’s capacity to learn words through computing cross-situational statistics has not only been shown for learning mappings between words and objects (i.e., nouns); in similar laboratory-based research, Scott and Fisher (2012) showed that such cross-situational statistics can equally apply to acquisition of word–action mapping in learning verb referents, and Monaghan et al. (2015) showed that both nouns and verbs could be acquired simultaneously from cross-situational co-occurrence statistics. Computational models of word-referent learning have explored whether associative information alone is sufficient for learning new mappings, or whether referent selection strategies (such as mutual exclusivity) are also important during word learning tasks. McMurray et al. (2012) proposed that both mechanisms – fast mapping for referent selection, and slow associative learning for gradual accumulation of word–referent mappings – accounted for performance, whereas Yu and Smith (2012) showed instead that associative statistics alone were sufficient to reflect children’s word learning behaviour.
In addition to identifying words from speech, and linking them to referents in their environment, learners must also develop an understanding of the role of those words in utterances. The extent to which the grammatical category of a word can be acquired from statistical information has remained a question of debate in language acquisition research. Since Fries’ (1952) initial small-scale studies of relations between distributions of words and the grammatical categories to which those words belong, studies have assessed the availability of distributional information in larger, more realistic corpora of child-directed speech. Redington et al. (1998) demonstrated that statistical co-occurrences were sufficient to provide grammatical categories for words to a high degree of accuracy, and in addition provided nuanced information about the blurred borders between grammatical categories reflecting their variable usage in child-directed speech (e.g., some words can be used as both nouns and verbs). Mintz (2003) showed that not only was distributional statistical information useful for discovering grammatical categories of words, but that this information was also tractable, obviating the need for learners to process and store very many associations between words – as was the case in Redington et al.’s (1998) corpus study. Mintz (2003) found that a small number of frequent frames (frequently co-occurring words separated in speech by one other word) could provide accurate information about grammatical categories of words that occur inside the frame. For instance, nouns can occur within the frame “the __ is” but verbs cannot, and verbs can occur within “he ___ the” but nouns cannot. St Clair et al. (2010) showed that these frequent frames were somewhat sparse in terms of their coverage of the words in the child’s early vocabulary, but that a combination of simpler frames “he ___” with “___ the” could provide similarly accurate categorisations of a far larger proportion of the child’s language exposure than in Mintz’ (2003) analysis. Such flexible frames are also more likely to apply cross-linguistically (see, e.g., Stumper et al., 2011).
Thus, the referent for a word and the grammatical category to which that word belongs are potentially derivable from cross-situational statistics that track co-occurrences between objects/actions and particular words. Further, additional distributional information within utterances can constrain learners’ hypotheses about which words are likely referents for objects and which are words from other grammatical categories (Monaghan & Mattock, 2012). Nativist accounts of relations between words and grammatical categories (concerning innate semantic features) are thus shown to be unnecessary for acquiring both a word’s meaning and the grammatical category to which that word belongs.
Statistical learning has been found capable of accounting for a multitude of tasks in language learning with substantial success, from speech segmentation to grammatical categorisation. Thus, it remains a curiosity as to why acquisition of syntax has traditionally been considered an exception to the rule of statistical learning mechanisms. However, there are long-standing traditions within syntax acquisition research that take precisely this approach. For instance, within the usage-based framework Lieven and colleagues have shown that the hallmark of processing for syntax acquisition is to acquire sequences of words from caregivers’ productions and manipulate them in a productive language system. In Lieven et al. (2003) the utterances of a 2-year-old child were analysed for the extent to which they reproduced utterance constructions produced by their caregivers, with the authors specifying what operations could give rise to the child’s productions if they were derivations, but not precise reproductions, of their parent’s utterances.
Lieven et al. (2003) proposed five possible manipulations by which constructions of the parent’s speech could generate novel constructions produced by the child: The child could substitute one word within a phrase (e.g., I want a paper -> I want a penguin), the child could add two constructions together (let’s move it -> let’s move it around), drop a part from the beginning or the end of a construction (have you finished your book -> have you finished), remove or insert a previously occurring word into the current construction (have you finished your book -> have you finished with your book), or rearrange words within a construction (e.g., away it goes -> it goes away). Of all the instances where the child’s production was related to their parent’s utterance by one or more of these manipulations, 66% were substitutions, 15% were additions, 10% were removals, 7% were insertions, and 1% were rearrangements. These construction manipulations, particularly adding and dropping, indicate that both chunking and dividing mechanisms are critically involved in language acquisition. Deletions indicate that constructions can be divided up into their constituent parts, whereas insertions demonstrate that dividing followed by chunking may apply to construction production. Finally, substitutions – which constitute the vast majority of the manipulations seen here – highlight the sophistication of the representations of the constructions that learners acquire. For substitutions, the construction must be abstracted in order to replace a word with an abstract category, into which words of the same category can be inserted. Cartwright and Brent (1997) provided a computational model for how abstractions over these constructions could result from developing an efficient representation that generalises over multiple, similar constructions.
General statistical principles of language acquisition: Grouping and dividing
Data from empirical and observational studies of language acquisition suggest that a range of possible mechanisms may work to generate language structure at different levels, from phonology to syntax, operating on the language environment using statistical computations of varying complexity. These operations can be defined by two broad classifications of mechanistic processing. The first is grouping; where operations gather information on which aspects of the language should be chunked together, to construct larger structures from smaller constituents. The second is dividing; which operates by determining which larger structures should be divided into their constituent parts. These alternatives may apply differently to language tasks at various levels or may be useful for resolving different aspects of the same language learning task.
For instance, for speech segmentation, computational models typically operate by chunking: determining which phonemes, or phonological features, cohere to form word candidates (e.g., Perruchet & Vinter, 1998). Alternative models have successfully segmented speech corpora into words through dividing; beginning with a larger structure – for instance, a whole utterance – and determining how to divide this up into candidate words (e.g., Monaghan & Christiansen, 2010), or by proposing word boundaries at points where transitional probabilities are low (e.g., Elman, 1993; French et al., 2011). Deciding between these approaches rests on the effectiveness by which these different models account for detailed behavioural data, such as the order as well as the end-point of acquisition, with validity across different languages (Saksida et al., 2017).
For learning word–referent mappings, possible links between words and their meanings may form either through gradually acquiring information about which words and meanings co-occur across multiple learning situations, i.e., by learning to group cross-modal information together. Alternatively, mappings may be learned by determining which links do not apply – by applying, for instance, mutual exclusivity, i.e., by learning to divide multimodal information. Thus, a combination of grouping and dividing may reflect word learning behaviour (McMurray, Horst, & Samuelson, 2012). Similarly, for acquisition of morphology, both grouping and dividing appear to be important, with the former being key for production processes, and the latter being more important for storage of the language during acquisition, as implemented in MOSAIC (Freudenthal et al., 2006).
For formation of grammatical categories, statistical mechanisms must identify frequently occurring words in speech, and group words according to the way in which they co-occur with those frequent words, as well as the structural contexts in which they do so. This grouping can be derived from distributional frames in speech (Mintz, 2003; St Clair et al 2010). Finally, for syntax, both grouping and dividing mechanisms appear to operate over utterances to enable language representations to be acquired and used productively (Lieven et al., 2003).
The role of the broader environment on learning
Studies examining the role of statistical learning in language acquisition have primarily focussed on assessing whether and how learners can build linguistic representations from the internal language structure for varying levels of linguistic abstraction. This conventional view is consistent with assumptions about the autonomy of syntax (Jackendoff, 2002), which hold that linguistic representations are modular, and not influenced by non-linguistic processing mechanisms, which apply more generally to non-linguistic stimuli. However, language learners are exquisitely sensitive to multiple cues in their broader language environment, which have been shown to overlap not only with each other, but also with the statistics contained within speech input (Monaghan, Brand, Frost, & Taylor, 2017; Yurovsky et al., 2013). It is therefore unlikely that learners are drawing on distributional information alone during language acquisition, but rather utilise the constellation of cues existing within both the language they hear, and the world around them.
For speech segmentation, there are myriad cues that can help learners to locate word boundaries, including allophonic variation (Salverda et al., 2003), phonotactic constraints (Hockema, 2006), and prosodic information such as stress (Cutler & Norris, 1988) and rhythm (see e.g., Mattys et al., 2005). Corpus studies have highlighted the prevalence of such cues in natural language; for instance, studies of English have shown that stress tends to occur on the first syllable of words (Jusczyk et al., 1993), signalling word onset. Similarly, there is a cross-linguistic tendency for final syllables of words to be lengthened (White & Turk, 2010), indicating word offset in a variety of languages. In addition, phonotactic regularities constrain word boundaries across the world’s languages- although the actual constraints critically differ cross-linguistically (for instance, in English “gk” only occurs at word boundaries, as the end of one word and the beginning of another, and words can end but not begin with /ŋ/ (Hockema, 2006), yet this is permissible in other languages (e.g., Gaelic, Khasa).
Whereas statistical information can drive speech segmentation in most laboratory-based studies, there is evidence to suggest that learning is boosted when distributional cues (i.e., associations or transitional probabilities between phonemes or syllables) are supplemented with the additional cues described above. This alliance between transitional probabilities and various other cues may be particularly important given the reported difficulty learners face when (statistically) segmenting words of varying lengths from speech (e.g., Johnson & Tyler, 2010) – as is the requirement in natural language acquisition. Frost and colleagues demonstrated that while adults could segment trisyllabic words using transitional probabilities alone, performance was enhanced when an additional syllable-lengthening cue was used to demarcate the end of a word (Frost et al., 2017, see also Saffran et al., 1996b). Similarly, the interaction between stress cues and statistical information has also been found to influence speech segmentation (Cunillera et al., 2006). In fact, when distributional cues and stress cues conflict, infants from 9 months old have been shown to attend preferentially to stress cues over language statistics (Johnson & Juscyzk, 2001, see also Johnson & Seidl, 2009), with this preference possibly developing over infancy (Thiessen & Saffran, 2003). Saksida et al. (2017) further demonstrated that the rhythmic and distributional properties of speech may critically interact during speech segmentation: Combining corpus analysis with computational modelling, they found systematic differences in how well speech in different languages could be segmented using different statistical learning strategies, with these differences being driven by the rhythmic properties of the languages. Together, these results highlight the fact that computations based on co-occurrence statistics alone are likely to explain only a part of the bigger picture for language acquisition.
For acquisition of word–meaning mappings, a range of cues have been shown to help learning in addition to co-occurrence statistics, including cues that exist both internal (e.g., prosody) and external (e.g., gesture) to the speech signal. Of particular benefit to word learning is the prosodic information contained in speech. The prosodic landscape of the speech children hear is rich; their linguistic input comprises a large quantity of infant-directed speech (e.g., Fernald, 1985; Fernald & Kuhl, 1987), which contains exaggerations of prosodic cues, including more varied pitch, longer durations of vowels sounds in words, shorter utterances, longer pauses, and a lower tempo relative to speech directed toward adults. These cues have been shown to help children learn new words presented within sentences (Ma et al., 2011) as well as in isolation (Graf Estes & Hurley, 2013), possibly by increasing infants’ attention during learning. Shukla, White, and Aslin (2011) examined infants’ ability to learn from prosodic and distributional cues in combination, and showed that 6-month-olds could segment statistically defined words from utterances and map them to visual referents, but only when a pitch cue aligned with word offset, rather than straddling the word boundary – indicating that prosodic cues may critically interact with distributional cues (i.e., co-occurrence between words and objects in the environment) during word learning.
Infants’ word learning has also been found to benefit from gesture (e.g., Baldwin, 1991; Houston-Price et al., 2006), with infants’ sensitivity to gestural cues predicting their later vocabulary development (Brooks & Meltzoff, 2008). Eye gaze (Moore et al., 1999) and deictic gestures (Meyer & Baldwin, 2013) have been suggested to assist word learning by directing children’s attention toward the referent, and disambiguating between the many possible referents in an array – substantially simplifying the Gavagai problem (Quine, 1960) by narrowing the search space. Gesture has also been shown to help learners discern whether a word describes a whole object, or just a part of that object – with whole-object naming more likely to be accompanied by movement by the speaker of the whole (rather than a part) of an object (Gogate et al., 2013). Intriguingly, a recent study demonstrated that adults’ word learning was best when learners received a combination of distributional, gestural and prosodic cues that occurred often with referents, but not always – indicating that learning benefitted from not only the combined presence of these cues, but also their imperfect reliability (Monaghan et al., 2017).
For learning dependency-related structures, there is converging evidence to suggest that infant and adult learners can compute over adjacent and non-adjacent items to discover these in speech (Frost & Monaghan, 2016; Marchetto & Bonatti, 2013, 2015; Peña et al., 2002). While perhaps not essential for learning, multiple additional cues may significantly benefit the discovery of non-adjacent structures, by helping to highlight dependencies in the speech stream. For instance, de Diego Balauger and colleagues demonstrated that prosodic cues, specifically pauses between words, can aid learning – indexed both behaviourally (through higher performance on a forced-choice recognition test) and in adults’ ERP responses (de Diego-Balauger et al., 2015, see also de Diego Balauger et al., 2007). In addition, Newport and Aslin (2004) suggested that nonadjacent dependency learning may benefit from additional phonological cues, such as phonological similarity between dependent items (see also Frost et al., 2019). Similarly, increasing the salience of dependencies through positioning dependency-carrying syllables toward the edges of sequences (Endress et al., 2005) has also been found to have similar advantages on learning. Together, these cues have been suggested to help learners to select the relevant information that needs to be gathered in order to learn structural regularities involving nonadjacent elements (Rodruiguez-Fornells et al., 2009). Since such learning is possible in the absence of these cues (Frost et al., 2019; Frost & Monaghan, 2016), we suggest they supplement, rather than replace, the distributional statistical mechanism in order to assist learning.
For learning grammatical categories, prosodic (Conwell, 2017) and phonological (Kelly, 1992) grouping cues have been shown to have a profound impact on learning, particularly in addition to information about distributional statistics of categories of words (Monaghan et al., 2005; Monaghan et al., 2007). For instance, Conwell (2017) showed that prosody could be key to processing noun/verb homophones in child-directed speech, with homophones differing in terms of durational cues, pitch, and vowel quality according to the location in which these words were used within utterances. Similarly, in English, disyllabic nouns tend to carry a trochaic stress pattern, while the stress pattern observed in verbs tends to be iambic (Kelly, 1992). Further, English nouns often occur in phrase- or clause-final positions within utterances, and words in these locations are typically longer in duration, providing an additional informative cue for grammatical categorisation.
General cognitive principles of auditory processing have also been shown to support learning for syntactic structure. Nespor and Vogel (1986) demonstrated that during speech production, syntactic structure and prosody tend to align, such that variation in intensity, duration, and pitch can reliably reflect the hierarchical structure of syntax. Prosody has been shown to support syntactic segmentation in infant learners and inform infants’ conceptualizations of syntactic constituency (Hawthorne & Gerken, 2014). In adults, prosodic cues (pauses, and intonational pitch contour) have been found to boost learnability of embedded syntactic structures (i.e., centre-embeddings) in artificial grammars, with distributional information alone proving insufficient for learning (Mueller et al., 2010). Trotter et al. (2019) examined the extent to which prosody may inform learners’ processing of long-distance dependencies in complex syntactic structures. They analysed adults’ utterances on a prior task eliciting relative clause productions (Montag & MacDonald, 2014), and demonstrated that adults’ use of prosody varied systematically depending on whether the relative clauses they produced were active versus passive (Deutsch, 2013; Fery & Schubo, 2010) – providing low-level auditory grouping cues that may support syntactic processing.
Adults have also been shown to draw on prosodic cues for syntactic disambiguation, with cue-use varying cross-linguistically. For instance, bilingual speakers of English and German (both English-German, and German-English) were able to use pitch rise and pitch accent to parse ambiguous prepositional phrase-attachment structures in German, yet used only pitch-accent for processing comparable sentences in English – in line with the properties of these languages (O’Brien et al., 2014).
The broad array of environmental information can be accommodated easily into a statistical learning framework, wherein the learner manipulates any information that is useful to the task at hand, regardless of its modality of presentation. This view contends that language learning mechanisms are not autonomous from other perceptual and cognitive mechanisms (e.g., Newmeyer, 2017). Multiple cues have been found to assist with language acquisition for a range of tasks, which vary in their complexity. Crucially, infants may draw on these language cues in combination, however the use of particular cues, and the way these interact, may change over time as children develop (see e.g., Hollich et al., 2000). Empirical, observational, and computational studies have demonstrated that these multiple cues may work together differently across languages (Saksida et al., 2017), with learners developing strategies for cue-use that align with the topographical distribution of those cues in the input; giving greater weighting to cues that are more available, and more reliable within that language (e.g., MacWhinney et al., 1984). Thus, while the importance of distributional statistics (for phonetic features, phonemes, syllables, and words) for learning is indisputable, this information is not likely to be processed in isolation during language acquisition. In fact, use of cues is likely to be complex, dynamic, and varying for speakers across development, and across the world’s languages.
A note on cue variability
A fundamental aspect of distributional language acquisition is the role of variability in learning. The language environment, and the multimodal landscape in which language is situated, is replete with noise. For instance, myriad cues are present in speech that may help with speech segmentation, but these cues seldom occur with perfect reliability; learners could look to pauses, but these only sometimes intervene between words, and often only at phrasal boundaries. Equally, while prosodic cues are pervasive, they are not absolute; English verbs often carry stress on the second syllable, countering the trend for word-initial stress, whereas some affixes attract stress at word-medial and word-final locations. Similarly, while gestural cues can guide infants toward a referent, they can sometimes be misleading (for instance, if a caregiver is playing with the child while also talking about something else). Thus, natural language distribution is rather more chaotic than is typically accounted for in empirical studies, and it is conceivable that this noise may have a substantial impact on language acquisition.
Humans have been shown to be capable of processing language robustly against sometimes substantial environmental noise. In fact, an emerging theme in the literature is that variability within language is actually advantageous for learning. Variability in phoneme productions has been shown to act as an additional source of data for predicting likely up-coming words (McClelland & Elman, 1986) as well as word-boundaries (Salverda et al., 2003). In machine learning studies, a pristine training environment, without any noise or variation in the environmental input, can result in brittle learning that is unable to effectively generalise to other situations (Ay, Flack, & Krakauer, 2007), with stable learning resulting from variability either within the environment (Monaghan, 2017) or within the system itself (Whitacre, 2010). A recent computational model of word learning suggests this noise may serve to help, rather than hinder, learning, by guiding the creation of a robust, canalised language system that is vitally resistant to noise in the learning environment (Monaghan, 2017). The value of variability – and the benefit for computational models of learning from multiple, probabilistic cues – is also consistent with avoiding blocking effects in associative learning studies (Nixon, submitted).
Empirical studies examining the impact of environmental noise on learning have demonstrated benefits of variability in the speech signal for a number of linguistic tasks. For instance, a recent study found that statistical segmentation of target words from speech was best when targets occurred alongside high frequency words often, but not always, in a continuous stream (Frost et al., in prep). Similarly, the Zipfian distribution (Zipf, 1935) of words within language has been found to significantly benefit speech segmentation (Kurumada et al., 2013) – indicating that the varied use of particular words may be advantageous for learning. Equally, variability within the distributional statistics of language has been found to have advantages for word learning (Hendrickson & Perfors, 2019; Monaghan et al., 2017), semantic category learning (Lany, 2014), and syntactic structure acquisition (Gomez, 2002). Variation in the availability and reliability of distributional cues may advantage learning by encouraging learners to seek multiple potential information sources to which they can look for guidance, lessening the importance of a particular individual cue, and increasing the resilience of the language system to noise.
Yurovsky et al. (2013) demonstrated that infant learners are particularly adept at drawing on probabilistic cues occurring within the environment. Further, they demonstrated that infants’ expert capacity for cue use is able to overcome problems of cue-dilution demonstrated for adult learners, whereby predictions reduce in accuracy when drawing on cues of different strengths, compared to just a single cue. The Intersensory Redundancy Hypothesis (Bahrick et al., 2004) posits that cue co-occurrence increases the saliency of individual cues by guiding learners to other informative cues and reinforcing their perceived usefulness. While this possibility is intriguing, this account fails to explain the way cues have been shown to assist with other tasks in language acquisition, particularly concerning the way that cues may interact during learning, or the way that cue use may change over language development. A more comprehensive explanation of how learning may take place may instead lie in accounts which posit the mechanisms underlying language acquisition form a dynamic system, wherein attention integrates with statistical processing of co-occurrences between potential referents in the visual and sensory environment and words in the language environment.
Conclusions
Children have an extraordinary capacity to draw on the distributional properties of speech and have been shown to apply this ability to learn about a broad range of linguistic features of varying complexity. Studies of statistical learning have helped us determine the nature of the processes underlying the necessary computations for different tasks in language acquisition and have shed light on the way that children use these processes to operate over speech input on their journey to linguistic proficiency. Results from studies exploring the way that learners can draw on a range of cues (within speech, and in the infants’ wider environment) alongside distributional information indicate that learners use many cues in combination during language acquisition, with the interaction between particular cues complex and dynamic; determined by the properties of the language, and the environment in which it is being learnt, with variation of cue availability and reliability influencing this interaction further still.
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From grammatical categories to processes of categorizationThe acquisition of morphosyntax from a usage-based perspective
Heike BehrensUniversity of Basel

AbstractCurrent version of usage-based grammars propose that grammatical categories are language-specific local generalizations rather than universal building blocks of linguistic structure. This changes the perspective on what learning syntax or morphology is about. Instead of activating innate knowledge that provides the access to possible syntactic structures, children need to build the grammatical representations based on the linguistic input they receive in their communicative interactions. In doing so, they go through processes of re-representation regarding the underlying concepts and the structural generalizations. The process of conceptual integration is illustrated with the domain of space, where there is no direct connection between percepts and linguistically encoded notions. Language learning itself tunes the child’s attention to the distinctions made in the target language. Morphological categories differ in their conceptual unity and morphological regularity and provide different learning problems. Plural marking serves as an example to show how a category with conceptual unity raises learning challenges because of allomorphy (several affixes that encode the same concept). Finally, the acquisition German case marking is discussed to raise the question whether “case” as such is a useful concept in acquisition research, as case markers are polysemous in encoding different kinds of relations, and formally heterogeneous (pronomimal and nominal paradigms differ in their sub-regularities). These learning problems can only be solved with a bottom-up approach, if we assume that children learn language from language use.

Preface
Elena is a source of inspiration in her quest to find out how children develop – not just linguistically – and under which conditions they thrive. To me, her research is inspired by her political convictions and her continuous work to make the world a better place and to stand up for the right thing. Her research is observational, looking at children in different cultural, linguistic, and social settings, as well as experimental. Her energy and stamina also characterize her social life: She lets her students and colleagues grow, offers support, builds bridges, and never gives up on a person or a topic. I vividly recall one of our first dinner conversations in Leipzig, where we became colleagues. Mike Tomasello and Elena were groaning and moaning about their German lessons. Mike: “Guess what: they even inflect adjectives!” Elena replied, “You must be joking!”. I couldn’t resist adding, “and we even distinguish strong and weak inflection!”, upon which their hearts sank. Yet she continued to squeeze in German lessons into her busy schedule in order to become part of her new home city and its culture. Her fairness as well as attention to scientific detail and the individual and social human being make her a role model!
Deriving language from interaction
The anecdote in the preface above illustrates one of the differences between tutored adult and naturalistic child language acquisition: Adults have a well-developed conceptual system, and can profit from explicit instruction, which, as in this case, can also dampen motivation when one is informed about the often unsystematic or even arbitrary nature of many properties of natural languages. The child, however, is exposed to such a system without knowing which categories and regularities to expect, and with initial limitations in even hearing and processing unstressed elements like inflectional morphemes.
From a usage-based perspective, the main motivation for language learning is to communicate. Hence, utterances as the units of speech are the basis for linguistic abstraction. Children can generalize over their experience through intention reading (i.e., inferences about the meaning of an utterance in a particular context by a particular speaker), and pattern recognition (i.e., by identifying the recurring patterns in the speech stream), and associating recurring patterns with the inferred meaning (Tomasello, 2003). Previous research on infants has shown that by the time children start to engage in verbal interaction, they have already acquired many of the relevant skills for taking up the linguistic conventions they hear around them (see Rowland, 2014, for a recent survey). In this bottom up approach, the acquisition of lexical knowledge as well as the knowledge of grammatical relations and categories is a slow process that starts locally and gradually becomes more abstract. Usage-based approaches assume that initially knowledge is item-specific. For example, the acquisition of auxiliaries in English starts out with a limited number of different questions types asked first, and a limited number of slot-and-frame patterns (Lieven, 2008), where a given auxiliary initially combines with a limited number of subjects and objects to form constructions with a particular pragmatic function. Likewise, the knowledge displayed in the use of one transitive verb does not necessarily transfer to all other transitive verbs (Tomasello, 2000), and use of a pronominal subject does not imply that the child is able to put all kinds of subjects into that slot (Lieven, 2008). Over time, children’s usage becomes more flexible and productive as an increasing amount of lexical items occur in an increasing number of syntactic patterns. This is evidence that children build up syntagmatic and paradigmatic networks, which become more adult-like over-time. This view contrasts with traditional generative accounts that propose that sentences are generated by innate rules, such that there is continuity between children’s and adults’ grammatical representations (Pinker, 1984; and for reviews about the predictions following from different assumptions about innateness and learning processes, see Allen and Behrens, 2019; and in particular Ambridge & Lieven, 2011, 2015).
But although usage-based approaches are in opposition to generative linguistics regarding the innateness of grammatical knowledge and the learning mechanisms, they implicitly or explicitly commit to the same view of language in that they typically start out from a certain linguistic domain, define the underlying rule system, and derive hypotheses for their acquisition given the proposed state of the learner, the distribution of these structures in the input, and the assumed learning processes (Ambridge, 2019). If one takes the bottom-up perspective of usage-based models seriously, though, the question arises of whether the traditional grammatical categories are really the basis or the goal of language development.
In the following I will address this issue from the learner perspective, taking up a title from Slobin (2001): “Form/function relations: how do children find out what they are?”. I will argue that linguistic categorization is the result of language development, and that “classical” grammatical categories are often ill-suited to describe the learning problem, or the end-state of development (Croft, 2001; Diessel, 2019). This is illustrated with three different scenarios in emerging form–function mappings: The processes of attention tuning for initial form–function mapping (spatial language, Example (1)), the acquisition of allomorphy where one concept (plural) is encoded by several markers (Example 2), and the acquisition of a heterogeneous category (case), where different markers (inflection, word order, different types of pronouns) encode a variety of syntactic relations, and interact with the information required or provided by the communicative context (Example 3). None of these acquisition problems can be solved by reliance on pre-existing biases towards formal or functional cues but require a highly fine-tuned analysis on the distributional patterns found in the input language. The key factor in this process is categorization.
Categories and categorization in usage-based linguistics
Categorization takes place when elements are linked based on similarities. In psychology this is also known as schematization, and can be visualized as a zoom lens: categories are not given absolutely, but emerge depending the degree of granularity one applies: Elements that look similar when looked at from further away may reveal their differences upon closer inspection (Langacker, 2000). Categorization happens when one “exploits” the similarities for linguistic or non-linguistic groupings and aligns them according to particular properties.
The cognizer needs the ability to compare two structures and notice discrepancies as well as similarity or overlap. When source and target (the new item) match in the relevant respects, the target is categorized as an item belonging to the source category.(Langacker, 2000, p. 4)

Thus, schematization and categorization are processes of analogical reasoning, the most powerful human learning mechanism (Behrens, 2017; Gentner & Hoyos, 2017; Hofstadter & Sander, 2013). In principle, analogical reasoning is unbounded as the cognizer can draw all kinds of comparisons (Hofstadter & Sander, 2013). In practice, not all comparisons that can be drawn are drawn: Children (and adults) often need support like explicit pointers or alignment of related examples to make the link between them, which can then become active for further comparisons or generalization (Gentner et al., 2016).
We speak of linguistic categories when they are in the relationship of opposition or contrast (for example, nouns versus verbs, singular vs plural, nominative vs. accusative, Van Der Auwera & Gast, 2012). Classic Aristotelian theory of categorization formulates sets of necessary conditions that jointly form sufficient conditions for assigning category membership (for a comparison of different theories of categorization see Murphy, 2002; Taylor, 2003). Current models of language, in particular usage-based models, are based on experientalism, where the basis of categorization is not a set of necessary features, but rather the associations one forms when building up experience with objects or concepts (Lakoff, 1987; Van der Auwera & Gast, 2012). Such categories can – but need not be – centered around prominent and salient exemplars or prototypes (Ibbotson & Tomasello, 2009). In categories with prototype structure, membership is often graded in that there are more prominent or typical members. If one adopts this perspective for language development, it follows that categories, including their frequent and salient, and their not so frequent and salient, characteristics, have to be learned from the individual’s experience with language.
The usage-based approach to language acquisition brought about a major shift in the definition of the acquisition process: Counter to hypotheses that certain linguistic generalizations children make are not unambiguously specified in the input, it shifted the attention to the actual categorization processes and embraced language learning as a complex process that is characterized by the integration of knowledge from a number of sources of information. There are at least three implications of this approach for a research program:
	Explore the full richness and complexity of the interactional situations in order to identify the necessary (direct and indirect) input information for pattern abstraction and generalization, and put language acquisition back into the arena of language use (intention reading, co-construction of utterances), rather than seeing it as a purely cognitive process.

	Identify the generalization processes. Usage-based acquisition theory does not assume that children simply mimic the input, but that they actively take up those units from the input that are communicatively relevant for them and cognitively accessible in their stage of development. A major objective is to identify the learning mechanisms and the units children learn from.

	Pay attention to individual, interindividual, and crosslinguistic variation in the course of language learning. Individual variation, because learning is gradual such that a single learner can command related structures at different degrees of productivity at any given point in time. Interindividual variation, because children may differ in their learning abilities and attentional frames, among others. Crosslinguistic and cross-cultural variation, because different languages have different affordances, and because different cultures have different interactional styles which may highlight or obscure different bits of linguistic and communicative information.


As a corollary of emergent, experience-based and co-constructed categories, we find individual differences as explored in processing experiments by Dąbrowska (2012, 2015). She tested Polish adults on their generalization of the Polish masculine genitive morpheme, where there is a choice between two endings, but no clear predictors about which affix to choose with which noun. In tests with pseudowords, some participants seemed to have made a generalization to prefer one of the markers for inanimate nouns. Other participants applied the endings randomly and at chance, and seemed to have memorized the inflectional markers, but did not use their semantics for generalization. Such research on individual differences provides evidence that speakers can produce or process the same utterances, but with different underlying representations. These findings are hard to reconcile with linguistic approaches that propose symbolic rules which operate on certain variables, because they require that the variables have specific features that “trigger” the application of the rules (Pinker & Prince, 1991).
Categorization processes
A lot of the controversies between nativist and constructivist accounts concerned the question of whether either paradigm can explain the mechanisms underlying the gradual acquisition of general rules or patterns. But in addition to fairly widespread structures, children have to learn a lot of language-particular detail that cannot possibly be innate. This raises the related question of whether children’s early language follows certain biases on the conceptual level. In the discussion of three different examples of form-function relation I will first focus on conceptual development and review findings that suggests that form and function develop in tandem. Prelinguistic concepts are not turned into language as is, but the child has to discover which aspects of a situation or thought are lexicalized, grammaticized, or circumscribed. This involves processes of representational redescription (Karmiloff-Smith, 1992) and attention tuning, which is guided by the conceptual distinctions encoded in the target language.
Example 1.Categorization in conceptual development: Representational redescription
Usage-based theories differ from earlier functional accounts in that they do not assume that grammatical categories are first limited to certain functions (or a functional core), which is then expanded to other functions. In this view, children would generalize early on, based on semantic or functional features. However, Bowerman (1985) showed that the formal categories used by children typically do not center around semantic cores. Instead, they tend to encode a number of different, often semantically non-salient, functions (e.g., not all early uses of transitive verbs encode agentivity, but, rather, passive concepts like seeing or having, Bowerman, 1990). Yet the question remains whether there are semantic primitives, and how they turn into linguistically encoded concepts. Nativist approaches initially proposed that certain core knowledge systems like space and number may provide the basis for human learning and reasoning, including language learning (Spelke & Kinzler, 2007). However, the following quote illustrates the problem: Although certain concepts like numbers are supposed to be innate and universal, they are not encoded the same in natural languages, and hence cannot form the basis for acquisition:
I propose that natural number concepts arise through the productive combination of representations from a set of innate, ancient, and developmentally invariant cognitive systems: systems of core knowledge. In particular, natural number concepts depend on a system for representing sets and their approximate numerical magnitudes (hereafter, the Approximate Number System (ANS)) and a set of systems that collectively serve to represent objects as members of kinds. None of these core systems is unique to humans, but their productive combination depends on the acquisition and use of a natural language. Because both the core systems and the language faculty are universal across humans, and because children master their native language spontaneously, natural number concepts emerge universally, with no formal or informal instruction. Because language is unique to humans, so is our grasp of the natural numbers. Finally, because specific natural languages are learned, the system of natural number concepts is neither innate nor present in the youngest children.(Spelke, 2017, pp. 156f.)

This contradiction can be resolved if one assumes that “percepts” and “concepts” do not directly turn into linguistic categories, but undergo developmental changes, and are influenced by the linguistic categorization the learner is exposed to. This process is referred to as representional redescription (Karmiloff-Smith, 1992; Mandler, 2008).
The RR model is fundamentally a hypothesis about the specifically human capacity to enrich itself from within by exploiting knowledge it has already stored, not by just exploiting the environment. Intradomain and inter-domain representational relations are the hallmark of a flexible and creative cognitive system. The pervasiveness of representational redescription in human cognition is, I maintain, what makes human cognition specifically human.(Karmiloff-Smith, 1992, p. 192)

Karmiloff-Smith (1992, pp. 192f.) emphasizes the dual nature of this process: the initial representations allow the child to act on the environment and be affected by it. At the same time, “internal representations become objects of cognitive manipulation such that the mind extends well beyond its environment and is capable of creativity”. Representional redescription includes at least the following components: (a) perceptual readiness including perceptual biases, and (b) attentional tuning in coordination with linguistic analyses, or “learning to learn”.
Regarding perceptual readiness, Mandler (2008, p. 212) proposes
that attentional processes are required to form the first concepts, by finding patterns in perceptual data and redescribing (reformatting) them (Mandler, 2004). Initially, redescription is done via the conceptual primitives that are the vocabulary of the mechanism (called Perceptual Meaning Analysis) that does the reformatting. This mechanism is an attentive process that extracts spatial information from perceptual displays and while retaining its analog character recodes it into a skeletal (somewhat topological-like) form. For example, the infant attends to an apple being put into a bowl, but Perceptual Meaning Analysis outputs something like thing into container. Redescriptions like this enable the concept formation that makes conscious thought possible.

These processes fit well with usage-based linguistic categories: they develop with experience and have fuzzy boundaries as they are constantly updated as conceptual knowledge builds up in the interaction with the world and with language, and as their linguistic encoding becomes more and more productive. Spatial cognition and spatial language have proven to be an interesting testing ground for the relationship between conceptual and linguistic development. Spatial relations such as in, over, and under as well as motion through space can be observed, they attract children’s interest and are among the first relations to be encoded linguistically. However, crosslinguistic research has revealed that languages differ quite substantially in which (combination of) percepts they encode: With respect to motion, which is typically encoded by verbs, some languages encode only direction in the verbs stem or affixes (enter, exit, descend, ascend), whereas others have a rich vocabulary of manner of motion (run, scatter, scurry; Slobin, 1996b). A main result in the developmental research is that crosslinguistic similarities are only found at a very abstract level, in that topological relations like on, over, under between objects that are in (close) contact with each other tend to be encoded before proximal or relational concepts like between (Bowerman & Choi, 2003). Beyond that, children’s spatial cognition is malleable, and is influenced by the target language from early on.
With regard to spatial cognition, percepts such as movement through space could attract infants’ attention and be the basis for the Perceptual Meaning Analysis (Mandler, 2008, p. 212). Acquisition research on spatial information has shown that there is no direct line from percepts to linguistically encoded concepts, because children will have to figure out in the first place which distinctions are encoded in their target languages. Some languages just distinguish general containment relations (e.g., English in), whereas other languages (e.g. Korean) make a distinction between tight and lose containment (e.g., a book in a tight-fitting sleeve vs. an apple in a big bowl). In a habituation task, 9 and 14 months-old infants from Korean and English-speaking families could be habituated towards attending to tight-fit and opposed to loose-fit scenarios, whereas older participants were more attentive to the categorization prominent in their language (McDonough, Choi, & Mandler, 2003). The linguistic encoding of topological relations of two-year-olds, by contrast, follows the lexicalization patterns of their target language (Bowerman & Choi, 2001; Choi, Bowerman, & Mandler, 1999): They encode these stimuli more like their parents than like their age-mates speaking a different language, and show language-specific lexicalization/conflations patterns. This suggests that infants perceive and distinguish a wide range of contrasts, and that language specificity drives development throughout. Ultimately, children become “native speakers” in terms of target-language-like lexicalization patterns, and “proficient speakers” in their rhetorical style (Berman & Slobin, 1994), and they learn to manage local and global sentence complexity (Madlener, Skoruppa, & Behrens, 2017).
In first and second language acquisition, the process of linking concepts with their linguistic means of encoding them can be characterized as a process of perceptual or attention tuning. Slobin (1996a) argued that speakers have to learn to pay attention to those aspects of a situation that are encoded obligatorily or conventionally. Obligatory morphemes can include tense or gender marking in some languages. An example for conventional but not obligatory information is the prominent encoding of manner of motion (like trample, trod, stumble) in Germanic languages, among others. Earlier, Slobin (1985) proposed a set of “Operating Principles” that demonstrated the complexity that children have to master in order to acquire the complexity of natural languages. Experienced speakers have tuned their attention to the relevant “sites” for encodable information. For second language learning, this entails a “retuning”, when the second language provides different cues or categories (Ellis, 2006a, 2006b).
The attention tuning processes do not only concern the conceptual underpinnings of language, but also the formal aspects. Languages are often much less systematic than the search for maximally powerful rules in structuralist approaches to language suggests. Construction Grammar was proposed as a theory to treat the more or less regular or exceptional form–function mappings in a coherent theoretical framework (Fillmore, Kay, & O’Connor, 1988). Cognitive Grammar emphasizes the radial nature of syntactic constructions, i.e. their potential to profile meaning in different ways and degrees of strength (Langacker, 2000). This entails that languages are never set and stable entities but allow for change in different directions. As a result of (historic or sociolinguistic) change, inflectional paradigms are often the result of different strands of development. Some of the variation found in the plural learner data discussed next can also be found in the dialectal variation of German plural marking, suggesting that there is often more than one solution to a generalization problem, and that ultimately the conventionalization by the speech community stabilizes the system in one direction, or leaves it ambivalent, as in the Polish genitive example discussed above.
Example 2.Learning inflectional categories with variation
Regarding the acquisition of formal properties, different domains of morphosyntax pose different problem spaces. Learning the German plural is conceptually simple but requires distributional analyses of the phonological and prosodic contingencies of a set of different allomorphs (the various markers used to encode the same distinction). German case markers (see Example (3)), in contrast, requires the identification of syntactic roles and the ways in which they are encoded by determiners (and word order), as well as the referential properties in concrete discourse contexts. Taken together, these examples show that acquisition is a continuous process of updating the form-function generalizations made in complex social settings, which results in the piecemeal, functional-related nature of children’s early acquisition.
“Grammatical category” is a cover term for the systematic distinctions a language makes (Behrens, 2015). These can be encoded by word order or (inflectional) morphology or other closed-class items like particles or prepositions (in contrast to open class lexical items; see Slobin, 1997). Typical grammaticalized notions (i.e. concepts encoded morphologically) are number, case, and gender on nouns, and tense, aspect, and modality on verbs. Grammatical categories are typically language- and even variety-specific (e.g., aspectual differences between American and British English; Gathercole, 1986).
But even within one language, grammatical categories differ in their systematicity, and in the cues involved that support their acquisition. Plural marking is conceptually simple because it relates to a perceptual difference between one and many. This distinction is also relevant for the child as s/he may want to demand more or refer to multiple entities (Clark & Nikitina, 2009). Hence, plural is a category that counts for children: It is an area where we find few errors of omission. Also, it is a grammatical category that has some lexical precursors: children start to encode plurality by adverbials such as more, another one (Clark & Nikitina, 2009). The conceptual distinction between one and two or several is thus in place. But depending on the properties of the target language, there may not be a single marker, but several markers which correlate with the phonology or other grammatical properties (see Ravid et al., 2008 for a discussion). Consequently, overgeneralization occurs and provides a perfect opportunity to trace which aspect of the input information the child is processing at a given developmental time.
In German, there are eight plural markers: suffixes that may or may not be combined with vowel raising (Umlaut) and that differ in their predictability (Wegener, 1992). Where the system is 100% regular, there are almost no errors (e.g., feminine nouns ending on schwa take the -n plural). Where the system is ambiguous such that the phonotactics properties of a given stem do not predict one specific marker but several (e.g. masc. or neuter monosyllabic nouns can go with the -s as in Dock-Dock-s, the -e or the e + Umlaut plural as in Rock – Röck-e ‘skirt-s’), children make more errors, too. Here, the error rates are much higher and errors are made for an extended period (Behrens, 2002; Bittner, 2000; Laaha, Ravid, Korecky-Kröll, Laaha, & Dressler, 2006; Szagun, 2001). Interestingly, children “improve” the system: One of the most prominent errors is that children provide a marker where the system has zero-marking. This is evidence for the fact that children are influenced not only by computing affixes for certain stems, but also by the resulting schema or Gestalt (Köpcke, 1998) that leads children to ‘correct’ the system by filling the gap since they think that plurals should be marked.
In contrast to generative proposals that predicted that children will strive for maximal regularization and identify a so-called default marker for overgeneralization (Clahsen, Rothweiler, Woest, & Marcus, 1992), children do not strive to reduce the complexity of the system, but generalize based on the subregularities of the system. Behrens (2002) showed in dense database data, that a German learning boy not only produced, but overgeneralized, all markers within a few weeks after the first production of a plural form. The type of errors children make are consistent with the predictions of the plural based on the phonotactics of the singular noun: errors occur where the system allows several markers. Further errors are caused by the knowledge of ideal plural Gestalts, and the identification of -n and -s as the most reliable markers for plurality (Köpcke, 1998). This makes developmental sense: If children are sensitive to the phonotactics relations between singular and plural marking as the strongest perceivable cue, and developed a schematic representation of the resulting plural Gestalts, why would they violate this in order to use a default that would generate errors in the form of atypical plurals?
Plural acquisition in German is an example of a morphological category that shows conceptual homogeneity in its encoding of the contrast between one and more than one, but variation with a certain degree of unpredictability. The system is “not chaotic, but complex” (Wegener, 1992), and the early, piecemeal but systematic, mastery of it by typically developing children is evidence for the fine-tuning of perceiving phonotactic detail in form–function mapping from early on.
Example 3.Learning case markers for reference and syntactic role marking
Case is an inflectional category in many languages but does not have the same “conceptual unity” as, for example, number marking. It is a relational concept, instead, that mostly specifies the relation of a noun to a head (e.g. marking it as subject or object of a verb; (Iggesen, 2013). In the World Atlas of Linguistic Structures (WALS), 100 of the 261 languages studied show no case inflection like Chinese, 23 distinguish just 2 cases, and a few languages in the sample have more than 10 morphological cases (e.g. Finnish has 77; Iggesen, 2013). A main focus of the research on the acquisition of case marking is the order of emergence of case markers, and the error types that are indicative of children’s generalizations in establishing agreement with subjects and objects. While there is substantial cross-linguistic variation in the complexity and obligatoriness of case marking features, there seems to be agreement that the acquisition of case marking takes several years and is characterized by limited productivity (including the frequent omission of case markers) as well as systematic errors that differ depending on the syntactic, semantic and pragmatic “problem space” of the individual language (Eisenbeiss, Narasimhan, & Voeikova, 2010).
In addition, case marking is not the only means to encode certain functions: Agency or subjecthood can be encoded by word order, for example. In fact, many languages combine several cues to encode syntactic relations (cue coalition in the Competition Model; (MacWhinney, Bates, & Kliegl, 1984). As a consequence, case marking is often redundant despite its prominence in grammatical theory formation. Klein (2002, 2003) argues that the so-called basic variety, the initial grammatical system of – untutored – L2 learners of a language, typically lacks inflection even if the target language has it. Instead, learners use intonation and information structure to encode topic-comment relations, as well as other pragmatic strategies (Klein & Perdue, 1997). Overall, case-less or inflection-less languages are just as full-fledged and expressive as languages rich in morphology, and in language change, inflection is typically lost rather than gained (Klein, 2002, 2003).
In addition to morphosyntactic properties, case markers – in German (and English) – also carry functional information: They encode context-based notions like definiteness or indefiniteness, introduce referents as full noun phrases or pronouns, and specify further information like possession or quantity. In this sense, the question of how children acquire “case” is a void one, since there is no uniform notion of case. Existing studies on the acquisition of case tend to focus on specific aspects only, e.g. the encoding of grammatical subjects and objects (and their correlations with thematic roles), on morphological paradigm building in the article or pronoun system, or on the functional properties of modification in the noun phrase (reference, attribution). Yet a full account of the acquisition of case will have to combine the distributional analyses and the predictions to be derived from the input patterns with a discourse-pragmatic perspective that looks at how these markers establish reference in actual contexts (Graf, Theakston, Lieven, & Tomasello, 2015; Serratrice & Allen, 2015).
In the following I will demonstrate the complexity of the acquisition problem by discussing studies on the acquisition of German. I will summarize different research strands in order to illustrate the acquisition problem from the child’s perspective, and how the formal and functional relations unfold.
If one looks at case from a constructivist viewpoint, the formal marking differs quite substantially from plural marking. Case is not marked on the noun itself (with the exception of certain genitive constructions), but on the definite or indefinite determiners. German has four cases (see Table 1): The nominative marks the grammatical subject, the accusative marks the grammatical direct object, the genitive marks possession/relation, and the dative marks oblique objects. Articles also encode grammatical gender (masculine, feminine, neuter), but there is a lot of syncretism such that one form (e.g. die), encodes several grammatical functions. Only the masculine and neuter paradigms show clearly distinct forms in the singular, whereas feminine nouns show a higher degree of syncretism, such that nominative and accusative articles share the same form (die Frau sieht die Kette ‘a woman sees a necklace’; eine Frau trägt eine Kette ‘a woman wears a necklace’). Syncretism affects cue reliability because there are only very few articles in the paradigm that provide unambiguous case information (e.g. dative dem/einem or genitive des/eines in the masculine and neuter singular). All other forms have multiple functions. Their interpretation is supported by other cues, in particular word order. Most critically, the two most frequent cases (nominative and accusative) are not distinguished morphologically except in the masculine singular paradigm. This leads to the question of how useful the article system is for language learners if its markers do not help to distinguish the two most fundamental grammatical relations it encodes.
Table 1.Definite and indefinite articles in German
		Masculine sg	Feminine sg.	Neuter sg.	Plural (all genders)
	nominative	der/ein	die/eine	das/ein	die
	genitive	des/eines	der/einer	des/eines	der
	dative	dem/einem	der/einer	dem/einem	den
	accusative	den/einen	die/eine	das/ein	die


From a structuralist to a constructivist perspective
If we follow the usage-based premises that the utterance is the basis for abstracting linguistic knowledge, and that grammatical categories – with more or less clear boundaries – result from their occurrence in constructions, the question is not “Does the child acquire case X before case Y?”, but “in which contexts and functions does the child omit or provide case markers, and how does this change over developmental time?”.
From a usage-based perspective, the question should thus be turned around: children do not “intend” to encode the accusative or dative, but they need to learn about the occurrence of certain markers in certain constructions, and learn about their function in that construction, as well as their interaction with other cues to form and function.
Attention tuning to prosodic cues
There is evidence that young children can use perceptual cues like recurring (closed-class) syllables and prosodic cues for word segmentation (e.g. the fact that many nouns start with stressed syllables in German). Höhle and Weissenborn (2000) showed that German 10-months-olds used these cues for the recognition of nouns. Hence, children build up an awareness that certain syllables precede certain words without yet having a detailed reliable phonetic representation or functional analysis of these elements. Note that many of the case distinctions with definite and indefinite articles are blurred and reduced in spoken language (e.g. de for der/die/das, or e/n for indefinites), such that the informativeness and distinctness of determiners in the input may be much more limited than grammar books suggests (Szagun, 2004). In production, the perceptual awareness shows in the occurrence of filler-syllables that function as proto-articles (Eisenbeiss, Narasimhan, & Voeikova, 2010). In sum, one source of information for case marking by determiners is their occurrence in chunks, which directs the child’s attention to the fact that content-carrying nouns are often preceded by certain elements. Noticing their existence gives rise to their formal and functional analysis.
Functional relations: Reference and attribution
Although the literature focusses on definite and indefinite articles, the set of prenominal modifiers is much richer, and includes demonstratives (this, these, those N) or possessive pronouns (my, his N), quantifiers (all N, no N, and adjectives (red N). Hence children can use these slots to encode several types of contrasts, like number and quantity, possession (my, mine), demonstratives (these), or properties of the noun (adjectives). Krüger (2017) distinguishes four positions which may or may not be filled depending on the communicative context, i.e. what needs to be specified given the existing previous knowledge of the interlocutors:
	N only (names or generic statements)	Peter goes swimming. Cows have horns.
	DET	The woman goes swimming.
	Prenominal attributes	These are all of the apples.
	 	These are my lovely apples.
	Postnominal attributes	The daughter of the prosecutor





Following Seiler (1976), Krüger (2017) argues that the elements closest to the noun (pre- or postnominal attributes) elaborate on the concept encoded by the noun, whereas the elements furthest away (determiners) encode reference. In German, the additional challenge is to master agreement within the NP. For the learner, there is the additional complexity that there is NP internal congruence as well as sentential congruence (Sahel, 2010; examples cited in Krüger, 2017, p. 103); for example, the nominative of ‘a big house’ would be eine grosse Villa but if this sequence is part of a locative phrase with the preposition in, the dative would be called for (in einer großen Villa). Initially learners (in this case first graders, 6 years of age) have problems with the NP internal agreement and use two different cases within the NP (e.g., *in einerDAT großeNOM/ACC Villa instead of in einer grossen Villa). Even when they master NP internal agreement, they may still make mistakes with the case or gender marking induced by the syntactic context of the NP and use, for example, NOM/ACC-case throughout rather than the dative (*wohnt in eineNOM/ACC großeNOM/ACC Villa).
Thus, learning the NP-morphology is a very extended process: German children learn basic syntactic patterns regarding the position of subject, object and verb between 1 and 3, start acquiring prenominal agreement with 2–3 years, and are about 90% correct with nominative and accusative determiners by age 3 to 3;3 (Szagun, 2004, 2013), but make errors with NP internal agreement between determiners and adjectives well into later childhood 5–6 (Krüger, 2017, p. 102). Both naturalistic and experimental data show that German children have problems with the dative, which predominantly occurs within prepositional phrases. The dative emerges in a lexically specific fashion with just a few prepositions (Behrens, 2011), and remains error-prone due to the poor discriminability from the accusative (dem/den, einem/einen; Szagun, 2013). In German, syntactic roles can be redundantly encoded by preferred word order and case marking. In case of conflict, children rely on the case marking cue only late in their development (Brandt, Lieven, & Tomasello, 2016; MacWhinney et al., 1984).
Schlipphak (2008) looked at the emergence of prenominal slots of two children between 1;4 and 3;1. Her summary chart of their development shows while there are some uses with (correct) definite or indefinite articles, they are often omitted. When the prenominal slot is filled, it does not just include definite and indefinite articles, but in particular meaningful elements like quantifiers and negators (more N, no N), possessive markers (my, his, her, your, our N) or contrastive markers (other N) (see Table 3 in Schlipphak, 2008, p. 42–43). In addition, the children also produce prenominal adjectives, often without an article (schöner Bär ‘beautiful bear’, not ein schöner Bär ‘a beautiful bear’ (Schlipphak, 2008, p. 79).
Schlipphak argues that the prenominal slot is filled by other determiners which carry additional information, such that the encoding of case may not be the driving factor in acquiring prenominal determiners. Or put differently, the acquisition of “pure” case markers is supported by the previous acquisition of constructions with more meaningful determiners that encode number, possession, or referential contrast. Similarly, Budwig (1989) argued that, in English, children initially use personal and possessive pronouns (me, my, mine) to encode a semantic contrast, namely different degrees of agency and control. Given this network of prosodic-perceptual units, functional contrasts and syntactic role assignment, the classical research questions of the order of acquisition seems obsolete. Rather, we find the piecemeal emergence of different types of determiners in different types of constructions, and a gradual generalization across communicative referential contexts.
Summary and outlook
The overall picture of first language acquisition in three domains that pose quite different problems for the language learner is that children are pretty good at what they are doing. Even in complex domains as German case, there are relatively few errors of commission (like the notorious accusative for dative errors). But there are a lot of things they do not (yet) do: whenever they omit or reduce the determiner, they avoid areas of uncertainty; the degree of provision depends on type of morphological marker; plural markers are almost always provided (= very few errors of omission) whereas determiners are frequently omitted, and when one takes the full range of determiners into account, one finds item-based and construction specific development. In both domains, bottom up and top down processes coalesce: Children build up schematic representations of the result, be it the plural form or the fact that they are aware of the prosodic slot for a prenominal determiner. Yet they have to construct the required form online (unless they are available as unanalyzed chunks) and do so by working with probabilistic knowledge that predicts which affixes are likely in a given position. In the case of German plural marking, this is reasonably straightforward, as there are more or less reliable correlations between the phonotactic properties of the noun stem and the plural form. In the case of case, there is no such reliable support: The concrete affix depends on a number of factors like the gender of the noun, the case assignment by the verb or the prepositions, and NP-internal rules for agreement when there are several prenominal elements (e.g. determiner plus adjective(s)). Since the morphological case markers are of rather low salience, it seems that children rely on other cues, and tackle the acquisition of determiner elements from a functional perspective in that they use function-carrying determiners (possessives, demonstratives etc.) before they fully acquire the obligatoriness of determiner elements. Here, more research is needed to study the interaction of frequency of individual determiners as well as their occurrence in chunks, the functional aspects of reference, and the predictability of NP-internal affixation. It is clear that this process takes many years, is subject to individual variation as speakers with lower educational levels have problems into adulthood (Indefrey, 2002; Dąbrowska, 2012, 2015; Kidd, Donnelly, & Christiansen, 2018).
A second objective of this paper was to show that grammar is meaningful, as proposed by Cognitive Grammar (Langacker, 2006). While there is some usage-based research that looks at the emergence of case marking and case relations in certain syntactic constructions, there is very little research that looks at the informativeness or function of case in the input and in the emergent grammar of the child. The research discussed here seems to suggest that when children provide case markers, the attribution of properties to the noun starts earlier than the acquisition of their referential function. At the same time, proto articles show children’s perceptual awareness that the noun is preceded by an element in certain constructions. More research is needed to investigate what this awareness concretely entails, and what motivates the child to provide prenominal specifiers rather than leaving the slot empty. Eisenbeiss et al. (2010, p. 377) conclude that “models without innate case categories have difficulty explaining how children acquire a formal system from a meaning-based system”. This assessment is based on earlier functionalist attempts to equate a certain case (e.g. nominative) with a certain thematic role (e.g. agent). Indeed, children do not seem to make such functional generalizations. But these suggestions are based on a notion of functionalism where semantic generalizations drive development, a concept that was defeated early on by Bowerman (1985, 1990). In contrast, usage-based, emergentist approaches propose children’s early generalizations are rather local and not generalized widely, and that acquisition is piecemeal.
Accordingly, more research that investigates the piecing together of different sources of information in order to achieve referential informativeness is called for. The studies reviewed above, and the literature on reference in child language, show that determiners contribute to reference and attribution in a particular communicative context, based on the awareness of child and interlocutor about common ground and previous mention, and driven by their communicative intention to provide new, more specific and additional information on the entities they talk about. If we look at the full complexity of the acquisition system in this domain, it immediately becomes clear that nativist proposals that would help the children with one aspect (e.g. congruence, thematic role assignment) fall short of the explanation too: Neither are these supposedly innate notions the first to be acquired by the child, nor is their acquisition general (Bowerman, 1990). And it is unclear how the formal properties of case assignment and thematic role encoding would interact with the functional properties of reference and attribution. Accounts that look at the gradual emergence of all of these relations in context will ultimately provide a more convincing answer to the question of how information processing interacts with the encoding of communicative intentions.
In terms of developmental accounts, we need to broaden our investigations from looking at one subset of functions and (a) start out with a characterization of the grammatical network involved, and (b) develop network models that can help us to account for the piecemeal acquisition of the different strands. After more than 30 years of usage-based acquisition studies we have a consolidated picture on how children build their grammatical knowledge based on the distributional properties of the input language and the relevant processing mechanisms. The time is ready for Usage-Based Studies 2.0, and to move beyond the narrow focus on the grammatical properties of the target language: We need an integrated view on developmental processes across grammatical domains, in order how they contribute to the communicative intention in context. And we need to investigate which cultural and social settings help the child to become a lucid, informative, proficient, attentive, competent, creative, critical, expressive, and referential member of language communities. Again, Elena Lieven’s work is pioneering here (Lieven, 1978, 1994, 2017).
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The retreat from transitive-causative overgeneralization errorsA review and diary study
Ben Ambridge1 & Chloe Ambridge1University of Liverpool / Independent researcher

AbstractThis chapter summarises research on how children avoid overgeneralizations of verb argument structure, focussing on the transitive-causative construction (e.g. *I’m dancing it [c.f. I’m making it dance]). It then presents some new data that bear on this issue: diary data of these types of utterances produced by the second author (from birth up until age 4;0), collected by the first author. These data are used to argue that, although errors from the point of view of the adult grammar, many of these utterances are in fact perfectly matched to the communicative needs of each situation; more so in fact than the corresponding adult forms would have been. For example, the utterances Can you jump me off?, Jump me!, Jump me down and Jump me up there do not mean ‘Do something that indirectly causes ME to instigate jumping’; the meaning implied by the periphrastic-causative construction (e.g., “Can you make me jump?”). Rather, the type of causation intended here is single-event, direct, external causation, of almost exactly the type that is typically conveyed by the transitive-causative construction (e.g., I broke a cup). The rather radical implication is that semantics must be represented not at the level of the verb but of individual events, necessitating an exemplar model under which (in principle) all witnessed utterances are stored along with some representation of the event to which they refer.

“Well, we can’t offer dreaming spires”. Elena Lieven was in typically forthright mood at my PhD interview in early 2001. But I didn’t want dreaming spires; Manchester had more than enough to offer, including a supervisory team made up of some of the leading child language researchers in the UK and Europe: Elena, Mike Tomasello and Anna Theakston. Elena had already had a significant impact on my career before I had even heard of her. It was one of Elena’s PhD students, Julian Pine (now my neighbour at Liverpool), whose lectures at the University of Nottingham introduced me to the “No negative evidence” problem of the retreat from overgeneralization. And it was with this topic that – at Julian’s suggestion – I approached Elena to apply for a PhD scholarship.
Amongst all the others, the most important piece of Elena’s advice that I have carried through the past near-twenty years is this: No thesis, no study, no paper is perfect; so don’t waste time trying to achieve the impossible. Do the best job you can in a reasonable timeframe and then move on. You’ve got your whole career to change the world.
The prescient nature of this advice because apparent all too quickly, as my PhD didn’t quite go according to plan (does any?). Truth be told, the thesis was something of a rag-bag of studies, held loosely together by the theme of children’s acquisition of grammatical constructions. The studies on the retreat from overgeneralization were in fact the weakest (and the only ones that remain unpublished) but were sufficiently promising that, when I moved on to a postdoc position, the topic remained – and still remains – my main research focus. It is also the focus of the present chapter, in which I test theories and predictions from the experimental work that begun during my PhD against diary data that I recently collected for my own daughter.
The problem is this: In order to be able to produce novel utterances – one of the hallmark characteristics of human language – speakers must use verbs in constructions in which they have never witnessed them in the input. At the same time, however, they must eventually learn to avoid producing verb + construction combinations that are deemed ungrammatical by native adult speakers. This is sometimes known as the problem of the “retreat from overgeneralization”, since children seem to go through a period in which they produce exactly these types of errors, before retreating from them.
For example, many English verbs can appear in the [SUBJECT] [VERB] [OBJECT] transitive causative construction (e.g., I broke the plate; I rolled the ball). Accordingly, children form some kind of generalization that allows them to use in this construction verbs that have never been witnessed in this construction, and – indeed – novel verbs that have never been witnessed in any construction (e.g., He’s meeking it); see Ambridge & Lieven (2011, 2015) for reviews. However, this generalization leads to errors, whereby a verb is overgeneralized into a construction in which it is ungrammatical for adults (e.g., I’m dancing it [= ‘I’m making it dance’]). In most cases (as in this example), the intended meaning of such utterances is relatively clear, and children are rarely corrected when they produce them (hence, the “no negative evidence problem”, Bowerman, 1988; though see Chouinard & Clark, 2003 for evidence that such corrections are considerably less rare than first thought). Given that, at best, such corrections are heard only sporadically, this raises the question of how children learn to stop producing such errors (hence, the “retreat from overgeneralization”). Indeed, even for children who produce very few errors of this type, the question still remains as to how they largely avoid such errors, while retaining the capacity to generate novel verb + construction combinations.
Three solutions to this problem – preemption, entrenchment and verb semantics – have been proposed; though it is likely that any successful account will in some way combine all three. Under the entrenchment hypothesis (Braine & Brooks, 1995), repeated occurrences of a particular verb (e.g., dance) contribute to an ever-strengthening probabilistic inference that it cannot be used grammatically in sentence constructions in which it has not yet appeared (e.g., *I’m dancing it; the transitive). Preemption (Goldberg, 1995) is similar, except that only nearly-synonymous uses of the relevant verb (e.g., X is making Y dance; the periphrastic causative) contribute to this inference from absence.
Readers unfamiliar with this literature are invited to consider the following analogy, which is designed to explain more intuitively the difference between entrenchment and preemption (adapted from Ambridge, Barak, Wonnacott, Bannard, & Sala, 2018). Suppose that a naïve observer is trying to figure out whether it is acceptable to use the name Lizzy when addressing the Queen of the United Kingdom (analogous to trying to figure out whether it is permissible to use dance in the transitive causative construction; e.g., *I’m dancing it).
	Entrenchment is summarized by the following internal monologue: “I’ve heard the name Lizzy used hundreds of times. Yet never, in all the royal greetings I’ve observed, have I heard someone address the Queen as Lizzy. Surely if this were allowed, I would have heard it by now. I will now therefore tentatively assume that it is not allowed”.

	Preemption is summarized by the following internal monologue: “In all the royal greetings I’ve observed, people have addressed the Queen as Your Majesty and never as Lizzy, even though the latter would seem to convey the desired meaning (i.e., it is her name). I will now therefore tentatively assume that Your Majesty, rather than Lizzy, is the (more) permissible form of conveying this meaning (i.e., addressing the Queen)”.


To complete the analogy, consider a naïve observer who is trying to figure out whether it is acceptable to use dance in the transitive construction (e.g., *I’m dancing it). In fact (as the conventional asterisk indicates), it is not.
	Entrenchment: “I’ve heard dance used hundreds of times. Yet never, in all of the transitive constructions I’ve observed, have I heard someone use dance. Surely if this were allowed, I would have heard it by now. I will now therefore tentatively assume that it is not allowed”.

	Preemption: “For all of the caused-dancing descriptions I have observed, people have said [CAUSER] made [CAUSEE] dance and never [CAUSER] danced [CAUSEE]. I will now therefore tentatively assume that the former is the (more) permissible way of describing caused-dancing events”.


Under the third solution considered here, the verb-semantics hypothesis, learners form either class-based (e.g., Pinker, 1989) or probabilistic (e.g., Ambridge, Pine, & Rowland, 2012) semantic restrictions on the types of verb that can appear in each construction. For example, the transitive construction ([SUBJECT][VERB][OBJECT]) is prototypically associated with direct, physical, intentional causation (e.g., Hopper & Thomson, 1980). Hence verbs which denote actions that also tend to involve direct physical causation are a good semantic fit for the transitive construction (e.g., I broke/smashed the plate). Verbs that denote internally-caused events, those for which the entity undergoing the action enjoys a good deal of autonomy with regard to whether and how the event takes place (e.g., dance, smile, sing) are a poor semantic fit for the transitive construction, hence an ungrammatical utterance results (e.g., *I smiled/danced/sang him). Such verbs are a natural fit for the intransitive construction (e.g., He smiled/danced/sang), and causativize by means of the periphrastic causative construction (e.g., I made him smile/dance/sing)
All three hypotheses – entrenchment, preemption and verb semantics – enjoy considerable support from experimental grammaticality judgment studies. Bidgood, Pine, Rowland and Ambridge (submitted) conducted a meta-analysis of adult and child grammaticality judgment studies that operationalized entrenchment and preemption using corpus-derived chi-square verb-bias measures (semantic measures were too heterogeneous for meta-analysis).
For preemption (see Table 1), the chi-square measure reflects the extent to which a particular verb (e.g., laugh) is similar to other verbs in the corpus with regard to its distribution across the two competing constructions (here, the transitive versus the periphrastic causative; e.g.*The man laughed the girl vs. The man made the girl laugh). The chi-square statistic is calculated according to the standard formula shown in Table 1, and subsequently natural-log transformed. Finally, because the chi-square test is non-directional, it is necessary to set the sign to positive if, relative to other verbs in the set, the verb in question is biased towards the transitive (and away from the periphrastic) and to negative if it is biased towards the periphrastic (and away from the transitive). For example, as shown in Table 1, laugh exhibits a strong bias away from the transitive and towards the periphrastic, reflected by a large negative value. Conversely, break (not shown) exhibits a strong bias towards the transitive and away from the periphrastic, reflected by a large positive value.
Table 1.Calculation of the transitive-vs-periphrastic preemption measure for the verb laugh (+ = bias towards transitive, − = bias towards periphrastic)
		Transitive (X VERB Y)	Periphrastic (X MAKE Y VERB)
	laugh	(A) 31	(B) 101
	all other verbs (summed)	(C) 466905	(D) 483


	(A × D − B × C)² × (A + B + C + D)
(A + C) × (B + D) × (A + B) × (C + D)

	(31 × 483 − 101 × 466905)² × (31 + 101 + 466905 + 483)
	 = 61713.26
	(31 + 466905) × (101 + 483) × (31 + 101) × (466905 + 483)

	Natural log (1 + 61713.26) = 11.03

	Preemption predictor value = − 11.03 (bias away from transitive and towards periphrastic)



The entrenchment predictor (see Table 2) is calculated in a similar way, except that non-target uses (see the two rightmost cells) are defined not as uses in a specific competing construction, but rather as all other corpus occurrences of that verb (except those already counted towards the preemption predictor).
Table 2.Calculation of the transitive-sentence-target entrenchment measure for the verb laugh (+ = bias towards transitive, − = bias away from transitive)
		Transitive (X VERB Y)	Non-transitive (excluding periphrastic) (e.g., X VERB)
	laugh	(A) 31	(B) 8115
	all other verbs (summed)	(C) 466905	(D) 1121630


	(31 × 1121630 − 8115 × 466905)² × (31 + 8115 + 466905 + 1121630)
	 = 3296.20

	(31 + 466905) × (8115 + 1121630) × (31 + 8115) × (466905 + 1121630)

	Natural log (1 + 3296.20) = 8.10

	Entrenchment predictor value = − 8.10 (bias away from transitive and towards non-transitive)



Using this methodology, Bidgood et al. (submitted) observed meta-analytic effects of both entrenchment and preemption across transitives (e.g., *The man laughed the girl), intransitives (e.g., *The dough’s making [c.f., He’s making the dough]), locatives (e.g., *He filled water into the cup; *He poured the cup with water), datives (*He said her hello; His mistake cost £10 to her [c.f., His mistake cost her £10) and un- prefixation (e.g., *unsqueeze, *unsit, [c.f., unbutton, unbuckle]). Both effects held even using a conservative statistical test (model comparison) that investigates effects of entrenchment above and beyond preemption, and vice-versa and – crucially – across grammaticality judgment data from both adults and children.
With regard specifically to the intransitive and transitive constructions, Bidgood et al. (submitted) had adult and child participants rate not only transtiivization errors in which intransitive-only verbs are used in transitive sentences (e.g., *I’m dancing it), but also intransitivization errors, in which transitive-only verbs are used in intransitive sentences (e.g., *The dough’s making [c.f., He’s making the dough]). For these latter errors, passive uses (e.g., The dough’s being/getting made) were taken as the preempting forms. Bidgood et al. observed significant relationships between the entrenchment and preemption measures and participants’ preference for transitive over intransitive uses or vice versa.
Bidgood et al. (submitted) also observed an effect of verb semantics. A separate group of adult participants were asked to rate verbs on an “event-merge” measure designed to capture the extent to which verbs are semantically compatible with the transitive versus intransitive construction, based on Shibatani and Pardeshi’s (2002) notion of a causative continuum:
	For semantically-intransitive verbs (e.g., dance), causation entails an event in which “both the causing and the caused event enjoy some degree of autonomy…The caused event… may have its own spatial and temporal profiles distinct from those of the causing event.

	For semantically-transitive verbs (e.g., kill), causation entails a spatio-temporal overlap of the causer’s activity and the caused event, to the extent that the two relevant events are not clearly distinguishable”


Accordingly, for each verb, participants saw a cartoon animation depicting the caused event (but with the causing event hidden from view behind curtains), and were asked to rate it on a visual analogue scale with the following anchors (see Figure 1 for an example):1
	(Left) B’s ACTION/EVENT/CHANGE and A’s causing of it are two separate events, that could happen at different times and/or in different points in space.

	(Right) B’s ACTION/EVENT/CHANGE and A’s causing of it merge into a single event that happens at a single time and a single point in space


Figure 1.Adult semantic rating task
Figure 1.





























  

















  







  

















  


  
  


  



Across verbs, this semantic event-merge score was found to significantly predict the degree to which participants deemed transitive sentences (e.g., *Someone danced the boy) to be grammatically acceptable, relative to intransitive equivalents (e.g., The boy laughed). Similar semantic effects for the intransitive and transitive constructions were observed more informally in Ambridge, Pine, Rowland, & Young (2008) and Ambridge, Pine, Rowland, Jones, & Clark (2009). Semantic effects for the locative, dative and un- prefixation constructions (based on ratings of different semantic properties) were summarized in Ambridge, Barak, Wonnacot, Bannard, & Sala (2018). In brief
	For the locative constructions, a positive correlation was observed between the relative acceptability of (a) figure-locative versus (b) ground-locative forms and the extent to which the relevant verb was judged (by independent raters) to exhibit semantic properties associated with (a) X causing Y to GO (IN/ON)TO Z in a particular MANNER versus (b) X causing Z to undergo a STATE CHANGE; the meanings of these constructions. For example, one can pour water into a cup (GO IN in a particular MANNER) whether or not the cup ends up full (i.e., even if there is no STATE CHANGE). Conversely, one can fill a cup with water (causing the cup to undergo a STATE CHANGE) regardless of the particular MANNER used (pouring, turning on a tap, dipping it in a bath etc.).

	For the dative constructions, a positive correlation was observed between the relative acceptability of (a) PO- versus (b) DO-dative forms and the extent to which the relevant verb was judged (by independent raters) to exhibit semantic properties associated with (a) X causing Y TO GO TO Z versus (b) X causing Z to HAVE Y; the meanings of these constructions. For example, one can send a child to bed but not *send bed a child (DO), because the event is one of causing to GO, not causing to HAVE. Conversely, one can give someone a headache (DO) but not *give a headache to someone (PO), because the event is one of causing to HAVE, not causing a headache to GO from one person to another.

	For the un-prefixation construction, a positive correlation was observed between the acceptability of forms prefixed with un- and the extent to which the relevant verb was judged (by independent raters) to exhibit a constellation of semantic properties thought to characterize the verbs that can appear with this prefix (e.g., covering, enclosing, surface-attachment, circular motion, hand-movements, change-of-state). For example, one can unbutton and unbuckle, but not *unsqueeze or *unsit.


In summary, at least on the basis of the analyses and meta-analyses reported in Ambridge et al. (2018) and Bidgood et al. (submitted), the entrenchment, preemption and verb semantics hypotheses appear to be in rude health, for both English verb argument structure constructions in general and the in/transitive constructions in particular.
However, the outlook for these hypotheses is much less rosy when we turn from experimental grammaticality judgment data to diary data. Diary data are particularly crucial when investigating argument structure overgeneralization errors, because although such errors appear occasionally in recordings of children’s spontaneous speech, they do so with insufficient frequency to allow for detailed quantitative analyses. Lord’s (1979) diary study lists 71 different intransitive verbs (or verbal predicates, since many are of the form BE + adjective) that her daughter Jennifer and son Benjy used incorrectly in transitive constructions between the ages of 2;5 and 4;6, as shown in Table 3.
Table 3.One-argument verbs used with two arguments by Jennifer and/or Benjy (from Lord, 1979)
	go	sit	dive	spill over	(be) straight
	go up	lie	wade	overflow	(be) sharp
	come	run	float	sound	(be) tight
	come up	scram	bleed	order	(be) intact
	come out	fly	cough	be (on)	(be) inside
	come off	gallop	itch	stick out	(be) inside-out
	stay	climb	feel	pop	(be) upside-down
	fall	ride	sleep	reach	(be) plural
	fall down	jump	faint	(be) cold	(be) interest(ing)
	fall off	jump down	live	(be) hot	(be) full
	fall out	dance	disappear	(be) short	(be) stuck
	slip down	swim	answer (reply)	(be) frozen	(be) caught
	leave (depart)	sing	clap	(be) flat	(be) lost
	stand up	leap	blow	(be) curly	(be) on
					(be) off


Although Lord (1979) does not present any data on the relative frequency of these errors, it is clear that her list includes errors with verbs that are very frequent overall (e.g., go, come, fall, stay,), and relatively frequent in the periphrastic-causative construction (e.g., make X go/come/fall/stay). Indeed, according to the counts reported in Bidgood et al. (submitted), on both entrenchment and preemption measures, come and go are two of the three verbs that are most strongly biased against transitive uses, with fall and stay not far behind. Thus, the occurrence of errors with these verbs would seem to be somewhat problematic for both the entrenchment and preemption hypotheses. The verb semantics hypothesis does not fare much better. Lord (1979) lists transitivization errors with some of the verbs rated in Bidgood et al. (submitted) as the most semantically intransitive, including come, stay and sing.
Conversely, Lord (1979) also lists 55 transitive-only verbs that her daughter and son used incorrectly in intransitive sentences (i.e., intransitivization errors), as shown in Table 4.
Table 4.Two-argument verbs used with one argument by Jennifer and/or Benjy (from Lord, 1979)
	hear	lift	make	hold	eat
	see	lift up	finish	hold up	swallow
	look (at)	keep up	take out	keep down	bother
	attract	push	put on	knock down	bite
	leave	drop	take off	knock over	scrape
	lose	pull	step (on)	mix up	tape
	waste	pull out	kick	stuff	
	draw	pull off	blow	throw	
	read	pick up	drive	set off	
	spell	dump	tie	undo	
	time	vacuum up	fix	rent out	


According to the data obtained by Bidgood et al. (submitted), the verbs kick and leave are some of the most strongly biased against the intransitive construction in terms of both entrenchment/preemption and semantics. Most of the other intransitivized verbs listed by Lord (1979) were not included in the stimulus set of Bidgood et al, but – on the face of it – do not appear to be either of particularly low frequency or to have particularly transitive-consistent semantics. In summary, then, Lord’s (1979) diary data do not sit particularly comfortably with the entrenchment, preemption or verb-semantics accounts: The entrenchment and preemption hypotheses predict that errors should be common for verbs with, respectively, low overall frequency and low frequency in competing constructions. In fact, errors are common even for high-frequency verbs. The verb-semantics hypothesis predicts that intransitivization errors should be rare for highly semantically transitive actions, while transitivization errors should be rare for highly semantically intransitive actions. Neither of these predictions seems to hold true.
The situation would appear to be similar for the transitivization errors reported in the diary data of Bowerman (1982), shown in Table 5 (ages 2;6–6:11).
Table 5.Transitivization errors with verbs (or verbal predicates, in some cases children’s novel creations) reported in Bowerman (1982)
	go (x8), be (x6) come (x4), stay (x5), die (x5), fall (x4), eat (x3), sing (x3), disappear (x3), higher (x3), rise/up (x3), have (x3), round (x3) fill/full (x2), hot/heat (x2), drink (x2), talk (x2), remember (x3), down (x2), sweat (x2), watch (x2), bleed (x2), comfy/comfortable (x2), ache (x2), giggle, vanish, cry, spell, round, guess, climb, off, colder, nice, wish, unstuck, feel, dizzy,


Of course, given that we do not have data on correct uses, it is possible that verbs which show high absolute rates of error (e.g., go, be, come and stay) might show – relative to all children’s uses of these verbs – relatively low rates of error. Nevertheless, on the face of it, the finding that transitivization errors are relatively common with some of the verbs that are most strongly biased against the transitive construction on the entrenchment, preemption and verb-semantics accounts does not look good for these theories. Indeed, reviewing these errors more systematically, Bowerman and Croft (2007) concluded “there is little evidence in our data for sensitivity to semantic categories. In particular, the children causativized verbs expressing animate, internally-caused events (severe violators of semantic constraints on the causative alternation) just as robustly as unaccusative verbs expressing externally-caused events (far less severe violators)”.
My goal in the present chapter is to argue that, in fact, we should not expect children’s spontaneous overgeneralization errors (as opposed to their experimental judgment data) to conform to the predictions of the entrenchment, preemption and verb-semantics hypotheses. The reason is that, as neatly demonstrated in a recent study (Harmon & Kapatsinski, 2017) production involves satisfying two competing demands. On the one hand, the speaker is trying to conform to the grammatical norms of her speech community, and using mechanisms such as entrenchment, preemption and semantic verb-construction compatibility to avoid violating those norms. On the other hand, the speaker is trying to convey meanings, including – particularly for children – novel meanings, for which she does not have yet the right vocabulary or syntax. This latter demand pulls in the direction of errors. Indeed, in a series of artificial grammar learning studies with adults, Harmon and Kapatsinski (2017) found that high-frequency forms are particularly resistant to generalization in a receptive comprehension task (due to mechanisms such as entrenchment, preemption and verb semantics), but are particularly prone to generalization in a production task, because their high frequency makes them more readily available for novel uses.
In the remainder of this chapter, I therefore consider diary data of my daughter’s overgeneralization errors in terms not of the entrenchment, preemption and verb semantics hypotheses, but in terms of their communicative function (an approach which chimes with the theme of this volume; that language learning is a dynamic interaction between the child and her environment). The diary data are summarized in Tables 6–7, which show all noted argument structure overgeneralization errors up to Chloe’s fourth birthday, by which time they seemed to have all but ceased, except for errors with die. I focus on transitivization errors with intransitive-only verbs (see Table 6), which constitute by far the most frequent type. For completeness, overgeneralizations for other constructions (locative and dative) are also shown (see Table 7), though these are rare and not discussed further. Intransitivization errors (8 occurrences, all with different verbs) are more common, though appear to be idiosyncratic rather than following a particular pattern, and – though also shown in Table 7 – are not discussed further.
Table 6.Diary data: Transitivization errors
	Age	Error
	2;3	Can you reach me? (Already being held, wants lifting up higher to touch sparkly part of a sign)
	2;4	Can you jump me off? (wants help jumping down off the bed)
	2;4	Did you drop the letters? (=“Did you make the letters drop?” Foam letters stuck to the bathroom wall have fallen into the bath)
	2;6	(Dad: why are you running?) It’s practising me to run like that
	2;6	Jump me!
	2;6	Don’t swim me
	2;7	Run me down, jump me down (wants to run down slide)
	2;7	Jump me
	2;7	Drink me. Drink me, Dad! (Can’t reach juice in bottom of cup and wants it tipped right back)
	2;7	I’m just dancing it (shaking the bent-double flap of the elephant’s door in Dear Zoo, to make it dance)
	2;7	I can dance it (book)
	2;7	I’m dancing it
	2;7	This is the boat – swim it!
	2;7	Swim that aeroplane (submarine)
	2;7	Stay your leg up there (holding dad’s leg)
	2;7	Stop jumping them (Dad is tapping rabbits in Peter Rabbit game to make them jump)
	2;7	Drink me a bit (wants straw held up to her mouth to drink squash in bed)
	2;10	The sheet’s slipping me
	2;11	Jump me, Dad! x5
	2;11	I jumped my legs. I hopped my legs
	3;2	I stand on your feet and you walk me
	3;2	(Mum: what happens to the rubbish when it goes outside?). It gets died.
	3;5	(Dad, playing with Shopkins: Now what are we doing?) Chloe: Going them in. (What?) Into the bathroom
	3;6	I’m try to duck her under (pushing Aurora doll under the seat belt of Barbie car)
	3;6	Pens are difficult to come off the paper
	3;7	Reach me up there (wants to see toys on top shelf)
	3;7	It will get died [die/get killed]
	3;7	That nearly feeled me like I’m nearly falling off
	3;8	I’m going it faster (exercise bike at airport)
	3;8	Eat it in my mouth (pez sweet that has fallen onto floor – wants Dad to pick it up and post it into her mouth)
	3;8	Disappear them and disappear them (scooping up bubbles in the bath)
	3;9	Your turn to dance me, Dad (i.e., swing her around by the arms)
	3;10	Those guys died Maleficent (watching Sleeping Beauty)
	3;10	We died (dissolved) Mummy’s special soap didn’t we, Dad?
	3;11	Jump me up there (wants putting onto the toilet seat)
	3;11	I wanna jump her in (Ariel doll into bath)
	3;11	It will die you; it will make you killed
	4;0	Mermaids have got special powers; they can die baddies
	4;7	Jump me × 2


Table 7.Diary data: Other argument structure overgeneralization errors
	Age	Error	Type
	2;5	I want to dip it in my finger (Marmite)	Locative
	2;7	You bounce it and it throws. You bounce it and throw it (ball)	Intransitivization
	2;9	Dad, you poured the wall all messy (Dad poured water onto tree and it splashed onto garden wall)	Locative
	2;9	It doesn’t push over (trying to push over Conway Castle)	Intransitivization
	2;9	I want them to make like shorts (annoyed because her rolled up trouser legs fell down)	Intransitivization
	2;11	Pour him! (pouring water onto doll)	Locative
	2;11	Does it push? (Button on playmobil digger; not sure if it can be pressed, or is just a pretend button)	Intransitivization
	3;6	Let’s marry (get married; playing Snow White and Prince)	Intransitivization(?)
	3;6	Look what creates in the sink: Bubbles, that’s what creates in the sink (squirting handwash into sink full of water)	Intransitivization
	3;7	You touched it to me and it was cold (water glass on leg)	Locative
	3;7	You touched it onto the water (toy in bath)	Locative
	3;7	I just made that, now it’s all ruining (getting ruined, by Dad)	Intransitivization
	3;10	I need to fill them in there (can’t get pens into pencil case)	Locative
	3;10	The salt dough’s making in the oven	Intransitivization
	3;10	Don’t call it to me (= Don’t call me it. Is calling Dad “Captain bot-head” and doesn’t want to be called the same in return)	Dative
	4;7	(Dad: Do you say ‘cover them [chips] with ketchup’ or ‘cover ketchup onto them’?) No not cover ketchup onto them!	Locative


My argument in this chapter is that the majority of these transitivization utterances, although errors from the point of view of the adult grammar, are in fact perfectly matched to the communicative needs of each situation; more so in fact than the corresponding adult forms (periphrastic causatives) would have been.
Consider, for example, Chloe’s most frequently-transitivized verb, jump (12 occurrences). Why is it exactly that jump resists the transitive-causative construction in the adult grammar? According to semantics-based account such as Pinker (1989, p. 302), the reason is that such verbs denote actions which “have internal causes that would make any external prodding indirect”. A similar notion is captured in Shibatani and Pardeshi’s (2002) event-merge measure. If I break a cup and the cup breaks; these two events are one and the same. But if I make a loud noise and you jump; these are two separate events. This is why I can make you jump, but I can’t *jump you.
But what does Chloe mean when she says, “Can you jump me off?”, “Jump me!”, “Jump me down (the slide)!”, “Jump me up there!”? She clearly does not mean ‘Do something that indirectly causes me to instigate an internally-caused jumping action’. She means ‘Pick me up and move me upwards’. The type of causation she has in mind is single-event, direct, external causation, of almost exactly the same type that is involved in breaking a cup. In short, she doesn’t mean ‘make me jump!’, she means ‘jump me!’.
Consider now, Chloe’s second most frequently transitivized verb, die (8 occurrences). This is somewhat of a special case, given that, in one sense, this represents nothing more than her failure to master the lexical suppletive form, kill. On the other hand, the very reason that causative-die has a lexical suppletive form, when almost all other verbs do not, is that directly-caused dying is something that speakers (even toddlers, apparently) frequently want to discuss. When Chloe says, “Mermaids have got special powers; they can die baddies”, she does not have in mind indirect, two-event causation, but direct, single-event causation, of the type that English chooses to lexicalize with kill. (As an aside, it is interesting to note that causativized die and the lexical alternative kill seem to coexist at the later stage of this diary data [3;11; “It will die you; it will make you killed”]. This observation is compatible with accounts under which overgeneralized and correct forms compete in memory over an extended period (e.g., MacWhinney, 2004; Maslen, Theakston, Lieven, & Tomasello, 2004; Ramscar & Yarlett, 2007; Ambridge, in press).
It is a similar story for dance (“I’m dancing it”, “I can dance it”, “Your turn to dance me, Dad”). The meaning is not ‘make me dance’ (e.g., by playing music), but physically ‘dance me’. Likewise, for eat and drink (‘cause the food/liquid to go into my mouth’), swim (‘physically propel me through the water’), reach (‘lift me up’), walk (‘move my legs’), “go it faster”, “go[ing] them in”, disappear and run.
In fact, this phenomenon is not restricted to childhood. As noted by, amongst others, Pinker (1989) the adult grammar allows transitivizations that would otherwise be considered erroneous, when it is clear that the causation that the speaker has in mind is too direct to be properly conveyed by the periphrastic causative; for example “when an advertisement for an amusement park says…We’re gonna scream ya, and we’re gonna grin ya” (Pinker, 1989, p. 348). Similarly, although disappear is often discussed as a prototypical example of a verb that resists transitivization, it is not uncommon to read about dictators disappearing their enemies. While you can’t normally walk an adult, you can walk a dog and probably even a child (at least, you can walk her to school); and (although Elena has been known to baulk at Americanisms) a baseball pitcher can walk a batter.
Thus these rather humble diary data actually suggest a rather radical conclusion: The compatibility of a particular verb with a particular argument structure construction is determined, at least to some extent, not in the lexicon or in the grammar, but in real-world event semantics: If the type of causation you have in mind is direct, external, single-event causation, then the transitive causative construction is more appropriate than the periphrastic causative construction, even if this requires coercing the verb into a construction in which it almost never appears. On this account, at least part of the reason why verbs such as jump, dance, eat, drink, swim, reach, walk, go, disappear and run resist the transitive causative construction is not their frequent appearance in the competing periphrastic causative construction (preemption), nor even their semantic incompatibility per se with the transitive-causative construction. It is simply that, in the adult world, we almost never find ourselves in a situation in which one person causes another to jump, dance, eat and so on by means of direct, external, single-event causation. Bresnan and Nikitina (2008) make a similar claim with regard to the dative constructions: The reason that verbs such as carry resist, to some extent, the double-object dative construction (?I carried her the book) is that, in the modern world, this type of possession-transfer would more usually be accomplished by an event of driving or mailing than carrying. Double-object dative uses of carry were more common and more acceptable, Bresnan and Nikitina (2008) argue, in the pre-automotive age.
Impressed by arguments of this type, I briefly flirted (Ambridge, Pine, Rowland, Jones, & Clark, 2009) with the idea that event semantics might be sufficient to solve the problem of the retreat from overgeneralization, with preemption/entrenchment effects entirely epiphenomenal (e.g., jump is heard more frequently in the periphrastic- than transitive-causative simply because jumping is almost always indirectly rather than directly caused, and there is no need for the learner to be sensitive to verb + construction cooccurrence statistics). I was quickly disabused of this view by the observation that some collocations (e.g., manage to VERB/succeed in VERBing vs *succeed to VERB; *manage in VERBing) seem to be entirely arbitrary, and hence require some form of surface distributional learning (e.g., Herbst & Stefanowitsch, 2011). However, the data discussed in the present article suggest (at least to me) that all semantic effects observed in this domain are effects of event-level rather than verb-level semantics; how else to explain the fact that the acceptability of, for example, walk in the transitive causative construction seems to vary depending on exactly what type of caused-walking the speaker has in mind? This assumption, in turn, suggests a radical view of linguistic representations: If the grammatical form of an utterance is determined in part by event semantics, then, in order to formulate novel grammatical utterances, speakers must store the event semantics associated with previous utterances. This leads to a radical exemplar view of language acquisition (e.g., Chandler, 2010; Ambridge, in press), under which learners store detailed episodic representations of input sentences that contain both phonological and (understood) event-semantic information.
This view may be quite radical (at least in child-language circles), but the alternatives are simply untenable. One alternative (“splitting”) is to posit tens, hundreds, or even thousands of different senses of each word, each with a distinct lexical entry (e.g., walk [non-causal], walk [of a dog], walk [of a child], walk [of a batter]). The problem here is that once you start splitting, you can’t stop. “walk [non causal]” sounds at first like a plausible lexical entry. But actually, it must subsume almost infinitely many different types of walking: a batter walking to first base, one party leaving a negotiation (even if no literal walking occurs), an Olympian taking part in a walking race, a guitarist walking through a complex solo before trying to play it at full speed, and so on. The other alternative (“lumping”) is to posit that the meaning of each word has a prototype structure. But this is arguably even worse (from Ambridge, in press):
Do speakers just have a single prototype meaning for table, that includes domestic dining tables, beer-barrel bar tables and fold-down aeroplane tables?…The lumping approach is unworkable because some (would-be) categories have internal structure. For example, spoons are generally small and metal or large and wooden; but nobody would define a prototypical spoon as one that is of intermediate size and made out of an intermediate wood-metal material.(example from Love, 2013)

So now we are back to splitting. But…
The splitting approach is unworkable, because there is no principled way to stop splitting. Do we have a single prototype of a domestic dining table, or subtypes of wooden and metal tables, or of vintage and modern tables? (or, for that matter, of data tables and of multiplication tables?)

The only solution is to never stop splitting: i.e., to posit an exemplar model in which each and every individual utterance is stored.
To end, as I began, on a personal note: With regard to the problem of the retreat from argument structure overgeneralization errors, I have come a long way in short time (well, 17 years): from the initial conviction that the problem could be solved fairly simply by the learning of surface verb + construction co-occurrence statistics (i.e., preemption and/or entrenchment) to the view that speakers store every utterance that they hear, along with a highly nuanced representation of its understood semantics. Although I suspect that she finds this current view somewhat too radical, it has been a pleasure and a privilege to undertake this long journey in the company of both Elena herself and her numerous academic offspring.
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Where form meets meaning in the acquisition of grammatical constructions
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AbstractThis chapter focuses on the question of how children learn form–meaning mappings in the development of multiword utterances (i.e. the meaning associated with a specific sentence produced in a specific context). Following a theoretical overview, we examine the relationship between the input children hear and their early sentence productions through the lens of children’s grammatical errors. The goal is to determine the sources of input to which the learner is sensitive in the development of form–meaning mappings, and how these mappings may be refined over the course of development. We then consider how the semantic components of multiword utterances and the pragmatic (information-structural) contexts in which they occur impact on children’s early usage and interpretation of grammatical constructions to understand the cues children use to assign meaning. The chapter ends with a summary of outstanding questions and future directions.

Preface
When I first met Elena Lieven in 1995, she was interviewing me for the post of Research Assistant on the project which was to generate the Manchester corpus, a large-scale naturalistic dataset from 12 English-speaking children between 2–3 years of age. Little did I know then that this was to be the beginning of my career focussing on understanding how children acquire their first language, inspired and supported by one of the greatest researchers and mentors in the field. Through Elena, I have benefitted from collaborative links with the Max Planck Institute in Leipzig, and joined a large and ever-expanding supportive network of colleagues. We have all, in one way or another, been influenced by Elena’s unerring attempts to discover in a data-driven way how children learn to communicate with language. Although the work of the group is broadly rooted within a constructivist approach, there is healthy debate to challenge each other and to develop greater theoretical and empirical clarity. Elena’s mentorship and leadership encourages in us all a collaborative spirit and an openness to other ideas and perspectives. On a personal level, I have no idea how she manages it, but Elena genuinely has time for everyone. So thank you Elena, for your inspiration, your encouragement, your friendly critique, and your constant support.
Introduction
In this chapter, I will be focussing on an issue that Elena has addressed through her own research; how children learn form–meaning mappings in the development of multiword utterances (i.e. the meaning associated with a specific sentence produced in a specific context). Between the ages of 2–3 years, children move beyond their earliest words and holophrases to begin to join words together into increasingly longer utterances. When Elena first started working in this area, the primary debate was concerned with the nature of those early utterances – the extent to which they could accurately be described in terms of abstract syntactic categories such as Noun, Verb (e.g. Radford, 1990; Valian, 1986), or lexically-based rules such as ‘want + X’, ‘I + X’ (Lieven, Pine, & Baldwin, 1997). Work in acquisition was set against a backdrop of competing theoretical accounts of adult language representation, with construction-based grammars (e.g. Croft, 2001; Goldberg, 1995) providing the most natural framework for constructivist accounts of language learning. Since then, researchers adopting a constructivist approach have increasingly shifted their focus to investigate how children use the input they hear to develop form–meaning mappings, and how various aspects of meaning influence children’s sentence comprehension and production.
Here, I summarise key issues in these two areas, drawing predominantly on work conducted with Elena and by our colleagues for illustrative purposes. Following a theoretical overview, we will first examine the relationship between the input children hear and their early sentence productions through the lens of children’s grammatical errors. In doing so, we determine the sources of input to which the learner is sensitive in the development of form–meaning mappings, and how these mappings may be refined over the course of development. We will then consider how the semantic components of multiword utterances and the pragmatic (information-structural) contexts in which they occur impact on children’s early usage and interpretation of grammatical constructions to understand the cues children use to assign meaning. We end with a summary of outstanding questions and future directions.
Overarching theory
What are grammatical constructions?
When children learn to put words together into sentences, they need to learn not only the grammatical forms of those sentences – the order in which different elements are combined – but also the meaning that is associated with the utterance as a whole. This is often referred to as a form–meaning correspondence, pairing or mapping (see Goldberg, 1995 for an overview). Thus, in the context of syntactic constructions, by ‘form’ we refer to the lexical items that, in combination, make up a multiword utterance, for example ‘I want a drink’. By ‘meaning’ we refer to the intended meaning of the utterance as a whole, for example one’s desire to have a drink. At its simplest, a specific lexical combination might relate to a single, consistent meaning. Learning such combinations could simply amount to pairing a multiword label with a specific referent or event.
However, language is obviously much more than a repertoire of fixed, lexically specified form–meaning mappings. For example, the syntactic construction chosen to convey the message (e.g. the ditransitive construction NP V NP NP, The man gave the girl a present) contributes to the meaning of the utterance (the actual or metaphorical transfer of something from one participant to another) independently from the specific lexical items selected (see e.g. Goldberg, 1995; Ambridge, Noble, & Lieven, 2014; Ambridge, this volume). Thus, children need to develop relatively abstract form–meaning mappings for grammatical constructions; the form might be specified in terms of the ordering of categories of items at differing levels of abstraction (e.g. nouns, verbs, animate entities, processes, new referents), and the meaning relatively broad, and compatible with many different lexical instantiations.
Moreover, where lexical items are associated with multiple senses, a single instantiation of a specific abstract construction can take on different meanings dependent on context (compare ‘I can read now’, uttered in excitement as a child realises they are able to decode the text in front of them, to the same utterance uttered by a child finally permitted to go back to their favourite book after finishing their dinner). Thus, achieving an adult-like ability to assign meaning to utterances will also depend on the child learning the different senses associated with specific lexical items, and being able to utilise contextual information to determine the intended meaning on any given occasion.
Finally, constructions are assumed to exist in a network, related at a variety of different levels by common phonological, lexical, semantic, information structural and/or syntactic properties. For instance, in English, past tense constructions are often characterised by their phonological properties, ending in /d/ or /t/ (e.g. wanted, pushed, found). Declaratives (He can sit there) share some lexical and semantic content with questions (Where can he sit?), but differ in the ordering of the subject and auxiliary verb elements. And across many different constructions (e.g. simple transitive, intransitives, ditransitives, subject relative clauses), the first noun phrase typically encodes an animate entity that is already established in the discourse and realised pronominally (see Goldberg, 1995 for a detailed consideration of relations between constructions).
These examples illustrate the problem facing the child learner; form–meaning mappings for syntactic constructions exist at differing levels of abstraction, from specific lexical items to broader categories based on a range of overlapping properties. The challenge is to determine how and when children assign meaning to forms at these differing levels of abstraction.
How do children learn constructions?
Underpinning much of the work reviewed below is the assumption that children learn syntactic constructions gradually over the course of development through the application of general learning processes (such as statistical learning, analogical comparison, categorisation and intention-reading) that operate on the input children are exposed to. Children are assumed to start out with relatively low-level representations (e.g. relating to individual words or schemas) that gradually join up over the course of development to create the more abstract form–meaning mappings that characterise the adult end-state (see de Ruiter & Theakston, 2017; Theakston & Lieven, 2017, for overviews). This process is thought to reflect a complex interaction between the precise distributional properties of the input, the properties of the learner, and the nature of children’s existing knowledge at any given point in development (see Ambridge, Kidd, Rowland, & Theakston, 2015, for a review). Of course, this characterisation of development is rather loosely specified, and the exact developmental trajectory is difficult to pin down.
Nevertheless, it is this challenge that has driven a lot of our work to try to uncover the nature of children’s linguistic representations at different developmental stages. In various ways, we have asked questions such as; how is children’s acquisition of one construction (e.g. Where can he sit?) influenced by exposure to other, related constructions (e.g. He can sit there, I know where he can sit) specified at varying levels of abstraction (e.g. Where can (PRO)NOUN VERB?, (PRO)NOUN can VERB)?, how do children refine their initial form–meaning mappings as new (e.g. lower frequency or more complex) forms are acquired?, and what properties of constructions facilitate or hinder children’s acquisition and processing? Constructivist approaches predict that children should first acquire grammatical constructions that are characterised by elements which instantiate the most frequent pairings of form and meaning encountered in the input (for example, an animate ‘subject’ vs. an inanimate ‘object’ in the transitive construction). Moreover, in recognition of the fact that children’s language does not develop in isolation from other cognitive skills, developing form–meaning mappings are also expected to reflect children’s current socio-cognitive and pragmatic abilities, for instance their level of understanding of the information-structural properties of the context (e.g. in the extent to which certain grammatical roles (subject/object) and their referential instantiations (pronouns/lexical nouns) are associated with given vs. new information respectively) or their mental-state understanding (e.g., whether a lexical form represents the perspective of the speaker I think… vs. a third party She thinks…, Brandt, this volume).
We now consider how children’s errors cast light on the sources of input that contribute to their development of grammatical constructions, before taking a deeper look at the kinds of semantic and information-structural properties that impact on children’s comprehension and production.
Grammatical errors as a window onto children’s form–meaning mappings
Our work in this area was prompted by the observation that English-speaking children make a range of common errors between 2–3 years of age; for example, third person verb marking and auxiliary verb omissions, nominative-for-accusative me-for-I errors, infinitival-to omissions, and a range of omission, uninversion and double marking errors in wh-questions. Yet there was no satisfactory constructivist explanation for these errors, because the resulting strings were ungrammatical, and thus it had largely been assumed that they could not reflect input-based learning. We reasoned that if children were learning various different constructions from the input as a network, then until the form–meaning mappings for these different constructions are fully refined from sufficient experience with their use, children might draw on related constructions and re-purpose these for their own communicative goals, resulting in errors. Specifically, children may (i) produce a lexical string in the wrong context, (ii) develop slots in constructions that are insufficiently defined, or (iii) creatively combine elements in their linguistic repertoire to convey their communicative intent. We consider evidence for each process below.
‘Borrowing’ within a network of constructions leads to error
Third person verb marking and auxiliary omission errors
Our first investigations focussed on children’s omission of third person verb marking and auxiliary BE in English (e.g. *He go there/*He going instead of He goes there/He is going). In an experimental study, two-year-old children were taught novel verbs for new actions which they saw modelled and heard described using either declarative constructions (Look, it meeks), questions in which the third person marker does not appear on the verb (Look, can it meek?) or in both constructions. Children were then questioned to elicit their descriptions of the actions (What does this one do? It ___). We reasoned that because there is extensive semantic/contextual overlap between declaratives and questions (the former provides the information that is queried by the latter), and extensive lexical overlap between the corresponding syntactic constructions (questions involve a rearrangement of the word order observed in declaratives), children might utilise the string they had heard to respond to the experimenter’s question (*It meek/It meeks), resulting in errors when they had been exposed to questions. We found that when children were taught the verbs in declaratives, they consistently produced the third person verb marker, but they omitted the marker significantly more often when they had heard the verbs used in questions, with mixed exposures producing third person marking between the two extremes (Theakston, Lieven, & Tomasello, 2003). Similar evidence was obtained for children’s omissions of auxiliary BE in declaratives in both naturalistic discourse and experimental contexts (Theakston & Lieven, 2008). We concluded that children were taking sequences such as *It meek/*She singing from questions, and re-using these in their own declaratives without an adult-like knowledge of the appropriate contexts of use. Note, we were not claiming that children could not differentiate pragmatically between questions and declaratives in their input but rather that, at this stage, they did not associate the different linguistic chunks extracted from those utterances exclusively with the different functions. Subsequent computational modelling work examining how children might acquire lexical sequences, and testing how error rates vary cross-linguistically as a function of the distributional properties of the input, provides further evidence that sequence learning can account for these kinds of errors (e.g. Freudenthal, Pine, Jones, & Gobet, 2015). Furthermore, this approach seems to have some mileage in explaining error patterns observed in atypical populations (e.g. Finneran & Leonard, 2010; Leonard, Fey, Deevy, & Bredin-Oja, 2015).
Pronoun case errors
In nominative for accusative me-for-I errors, children erroneously replace a nominative pronoun with an accusative form (e.g. *Me do it). The constructions hypothesised to be involved here were simple declaratives including nominative pronouns (e.g. I (can) do it) and complex sentences such as Let me do it, in which the pronoun appearing immediately before the verb denoting the target event/action takes the accusative form. These constructions share some lexical content, and both refer to the actions of the speaker but do so using different self-referring forms. We found evidence that the relative use of these two constructions in the input was related to children’s error rates. Analyses of naturalistic data revealed that children whose caregivers used a higher proportion of ‘Let-me-Verb’ utterances compared to ‘I-Verb’ utterances produced a higher proportion of me-for-I errors in their own speech (Kirjavainen, Theakston, & Lieven, 2009). Although it proved difficult to elicit these kinds of errors from children in laboratory settings because they frequently omitted the subject altogether, in unpublished data when two- and three-year-old children were asked to correct a puppet’s guesses about a viewed action, we found preliminary evidence for higher error rates (e.g. *her scrub the princess) when children had previously heard the target verbs modelled with pre-verbal accusative pronouns (e.g. See me/him/her scrub the princess) than pre-verbal lexical nouns (e.g. See the princess scrub me/him/her, Theakston & Kirjavainen, 2008).
Summary
The evidence reviewed in this section demonstrates how children’s form–meaning mappings for grammatical constructions appear initially to be less fine-tuned than those of adults, permitting the use of lexical strings from related constructions that result in ungrammatical utterances. The strength of representation of the competing constructions, or likelihood that a child would select an erroneous form, was related to how often they had been exposed to those constructions in their input. Errors are assumed to cease once children have had sufficient experience with the competing constructions to establish their distinct form–meaning mappings and differentiate their contexts of use.
The nature of the ‘slots’ within grammatical constructions
With the kinds of errors discussed above, lexical overlap between constructions makes it relatively easy to identify contributing sources in the input. But as children develop abstract constructions containing flexible ‘slots’, the scope of the slots in their constructions becomes another potential source of error. We now consider how non-adultlike generalisations regarding the kinds of items permitted within these slots can lead to error, demonstrate how form–meaning mappings can change over development, and describe methodological approaches to determining the nature of the slots in children’s developing constructions.
Infinitival-to omission errors
Infinitival-to omissions (e.g. *I want [_] go to the park instead of I want to go to the park), are common in English-speaking 2–3 year olds’ language. Many of the matrix verbs that appear in infinitival-to constructions also appear with other kinds of post-verbal complements (e.g. I want a drink/that -> I want X, I’m going home/there -> I’m going Y) and, at least in some instances, the meanings of the two constructions appear to partially overlap (e.g. I want a drink vs. I want to have a drink). Thus, these constructions are likely to co-exist within a network. We wondered whether before children have gained sufficient knowledge of the infinitival-to construction, their post-verbal slot in the related construction might be semantically broader than that of adults, allowing the inclusion of verbal complements and leading to error (e.g. *I want V).
To investigate this possibility, we examined whether the extent to which children heard the two constructions (e.g. I want to Verb vs. I want X) was related to how often they omitted infinitival-to in their own utterances. Both in terms of overall frequency of use, and use within the immediate discourse, in corpus and experimental data we found that children were indeed more likely to make infinitival-to omission errors with matrix verbs where their input contained a higher proportion of other kinds of complements (e.g. I want + X) rather than infinitival-to complements (e.g. I want + to, Kirjavainen, Theakston, Lieven, & Tomasello, 2009; Kirjavainen & Theakston, 2011; Kirjavainen, Lieven, & Theakston, 2016). These data suggested that hearing an utterance of the form ‘I want Noun’ primed the children’s representation of a more abstract construction ‘I want X’ which permitted the use of bare verbal complements (*I want go). Importantly, these error patterns changed over development; three-year olds were more likely to provide infinitival-to than two-year olds, and the two age groups showed different priming effects that suggested that omissions were more acceptable, in general, in the younger age group. These studies suggest that the relative strength of the two competing constructions was changing as children refined their form–meaning mappings, leading to different effects of the input as a function of the child’s current representations (see also Abbot-Smith & Behrens, 2006, for work on the acquisition of constructions with overlapping form–meaning mappings in German).
Methodological advances
Our studies of infinitival-to omissions cast some light on the nature of the ‘slots’ in children’s grammatical constructions and how these may be fine-tuned over development. However, there is a need for more principled and rigorous techniques to identify the precise nature of the slots in children’s constructions at different stages of development. Within our wider group, there have been a number of attempts to investigate constructional slots in more detail. For reasons of space we will not consider these approaches in detail here, but the interested reader is referred to the following for further information. For example; Matthews and Bannard (2010) utilised statistical measures of lexical diversity and co-occurrence patterns in the input to predict children’s ability to repeat four-word sequences as a function of the typicality of the items that appear in the slots, Ambridge, Pine, Rowland, Freudenthal, and Chang (2014) used ratings of verb semantics to predict the graded acceptability of particular verbs within particular grammatical constructions and examined how this changed with age (e.g. *I said her no), Theakston, Ibbotson, Freudenthal, Lieven, and Tomasello (2015) conducted a rigorously controlled comparison of the scope of child and caregiver subject and object noun slots in the transitive construction over development. More detailed work of this nature is needed to establish exactly how children learn to map form to meaning, ultimately driving out errors as they build up sufficient knowledge to differentiate between and define the scope of grammatical constructions.
Creative solutions to communicative problems
So far, we have considered examples where children’s form–meaning mappings for grammatical constructions are not sufficiently fine-tuned to prevent errors as a result of intrusion from related competing constructions. But what happens when children have a message to convey but have not yet learned a form that directly encodes that message? Here, we consider three kinds of multiword utterances where children’s errors reveal the interplay between their existing constructional representations, the input and their drive to communicate.
Structure combining in wh-questions
There has been a considerable amount of work from researchers taking a variety of theoretical perspectives to explain errors in wh-questions (see Rowland, 2007 for an overview). Here, we consider one constructivist account put forward by Dabrowska and Lieven (2005) to explain the development of form–meaning mappings in children’s early questions. This account focusses specifically on the scope of the ‘slots’ in abstract constructions, for example Where can THING park? Or Where can he PROCESS? They argued that acquiring language involves learning different kinds of schemas, specified at lesser or greater degrees of abstraction. More abstract schemas are generalisations over specific exemplars, such that their similarities in both form and meaning are extracted, for instance entities occurring in a specific construction might be represented broadly as ‘THING’ and actions as ‘PROCESS’, although these labels, used for convenience, reflect the specific instances encountered rather than any object or any possible action. Critically, they argued that when a child wants to produce a novel utterance that they have not heard before, they utilise ‘juxtaposition’ and ‘superimposition’, two processes which basically allow for the combination of different available schemas, provided there is sufficient overlap in form and/or meaning.
This broad approach has been utilised to try to explain some of the errors children make in wh-questions. The first studies focussed on children’s uninversion errors (e.g. *What the man can do?). Here, the idea was that in order to produce a correctly inverted question (What can the man do?), children need to have learned a specific wh + auxiliary frame (What can…?) from the input. Those frames that are heard more frequently are assumed to be acquired earlier, meaning that children are predicted to produce correct questions with higher frequency wh + auxiliary frames. For lower frequency frames, children are less likely to have acquired the relevant form, and thus may resort to combining a wh-word with a declarative utterance, for example What + he can do [it] -> *What he can do?. There is evidence for these kinds of frequency effects in the production of uninversion errors (Rowland & Pine, 2000; Ambridge, Rowland, Theakston, & Tomasello, 2006; McCauley et al., 2019; although see Pozzan & Valian, 2017).
A second set of studies focussed on children’s production of double marking errors in questions, for example *What does the girl doesn’t like?, to explore whether these errors might also reflect schema combinations motivated by the child’s desire to convey a meaning for which they had not yet learned the correct form. In general, negative questions are less frequent than positive questions in the input to children, and thus children are expected to learn most positive forms earlier than their corresponding negative forms. This observation led Ambridge and Rowland (2009) to test a very specific prediction: When children want to ask a negative question (What doesn’t she like?), if they have not yet learned the low frequency negative wh-aux schema (What doesn’t…?), they are likely to resort to combining a positive wh + auxiliary combination (What does…?) with a negative declarative (She doesn’t like.). This is motivated by the fact that the meaning the child is attempting to convey requires negative polarity, which is contributed by the negative declarative. Only children who can produce a correct positive question such as What does she like? will have the relevant schema needed to generate the associated erroneous negative question (*What does she doesn’t like?). Their elicited production study with 3–4 year old English-speaking children confirmed this prediction, and the error rates for different questions suggested that schema combining only occurred when the children did not have a suitable, high frequency, wh + auxiliary combination to generate the correct negative question.
However, children also make double marking errors at non-negligible rates with positive questions, although typically less frequently (e.g. *Will it will be summer soon?, *Are the birds are coming in soon?), and even occasionally double mark with negatives (e.g. *Why didn’t it didn’t fall down? – examples taken from my own diary data, see below). It is more difficult to account for these errors by appealing to schema combination because there is no obvious motive for the inclusion of two auxiliary verb forms – children have already learned the appropriate question schema. To investigate these errors, in an elicited imitation study we asked 3–4 year olds to repeat correct and erroneous double marked yes/no- and wh-questions (Theakston & Cameron-Faulkner, 2011). Interestingly, although children corrected erroneous positive questions more often than erroneous negative questions overall, there were clear effects of the specific auxiliary, with errors in positive questions with do/did and will particularly common (50–60%). Similarly, in my own dense diary data from one child between the ages of 2;8 to 4;6, double marked positive yes/no-questions with auxiliaries are and will were particularly frequent once errors emerged (error rates of 31% and 19% respectively) though still less frequent than the corresponding negative errors (50% for both forms). We wondered whether these auxiliary-specific patterns could provide a window onto why children produce double marked positive questions.
Errors in questions with auxiliary do are widely attested, and often explained with respect to the particular pragmatic function do plays in declaratives (e.g. Santelmann et al., 2002). In English, in declaratives do is often omitted altogether (e.g. He likes cheese vs. He does like cheese), and its inclusion is usually motivated for emphasis or contrast. One possibility is that this confuses children into thinking that the auxiliary should be included pre-verbally in questions for emphasis/contrast too (as in declaratives), sometimes leading to double marking errors (*Does he does like cheese?). A similar pragmatic motivation may underlie the observed high rates of double marking errors in positive questions with are and will. These auxiliaries tend to occur in contracted form in declaratives in the input (We’re dancing; I’ll go now), thus children might assign a particular pragmatic function to their use in full form (We are dancing now, I will go now), leading to erroneous use in questions (Theakston & Cameron-Faulkner, 2011). Of course, investigating these possibilities would require further detailed research. Here, the purpose is simply to highlight the complex interaction between the frequency of linguistic forms, their pragmatic function or meaning, and how the kind of structure combining advocated by constructivist accounts such as Dabrowska and Lieven (2005) might explain errors in children’s acquisition of grammatical constructions (see Vasishth, Brussow, Lewis & Drenhaus, 2008 for a model of the role of lexical chunks and cue-based interference in adult sentence processing resulting in acceptance of ungrammatical items).
Fine-tuning the meaning of negation
Many researchers have observed that children typically start out by marking negation with the single word no (Klima and Bellugi, 1966), which is later replaced by not and then specific negated auxiliaries such as don’t and can’t. However, the question remains as to how exactly children come to associate the different negative forms with the various negative functions they can convey in multiword constructions. To understand when and how these competing negative forms emerged, we traced the development of negation with unmarked verb forms (NEG + Verb) in a dense corpus for one child between 2–3 years of age (Cameron-Faulkner, Lieven, & Theakston, 2007). As expected, the child started out using the single form no, even though this is largely ungrammatical with unmarked verbs, but used it to mark a wide range of functions including failure, rejection, prohibition and inability (e.g. *No sing). He then gradually shifted to not (e.g. He’s not singing) although this form was preferred for some functions over others, before finally shifting to negated auxiliaries which were used to express different functions (e.g. He can’t/won’t/doesn’t sing). The important point about this study is that there was a complex interaction between the frequency of negative forms in general in the input, and their frequency of use to express specific functions. No was the most frequent single word negator, but is largely ungrammatical and thus typically not used in the input in combination with bare verbs; not was the most frequent negator in multiword utterances, whereas the frequency of negated auxiliaries varied according to their most typical function. These input statistics were reflected in the child’s pattern of acquisition, such that he moved from the most frequent negator overall which he creatively combined with bare verbs, to that most often used in multiword utterances, to those most associated with the specific function being expressed. Only by paying attention to the function of the negator (e.g. to mark failure, inability, prohibition) in the utterances the child was both producing and hearing at any given stage in development were we able to uncover these subtle details of the interaction between the child’s environment and developing linguistic representations.
The complexities of self-reference
Earlier, we discussed an input-based explanation for children’s nominative-for-accusative errors in English (*Me do it; *Her dance), arguing that these sequences could be derived, at least in part, from sequences appearing in more complex utterances in the input (e.g. Let me do it, Watch her dance). However, English-speaking children often produce another error which is far less easily explained by reference to the input, namely genitive-for-accusative errors (e.g. *My do it). We explored a number of possible input-based, constructivist explanations for these errors. Specifically, we were interested in whether simple metrics like frequency of exposure to the pronoun my, or the sequence Am I + verb (which can sound a little like my), or hearing my used with nouns that can also appear as verbs (e.g. my brush) could account for errors. Using corpus data from 15 children, we defined an error period for each child and extracted all of their first-person subject + verb utterances (i.e. I + verb, *my + verb, *me + verb, *own name + verb), before calculating error rates and input statistics for each child. These initial analyses revealed no relations between my-for-I error rates in the children and the input they were exposed to (McKnight, Lieven, & Theakston, unpublished manuscript; McKnight, 2016).
We then turned to explore meaning-based explanations for the errors. Specifically, we tried to establish what meanings children associated with the self-referring pronominal forms they produced in pronoun-verb sequences, and whether this might explain their errors. Children are faced with a challenge in establishing the grammatical contexts in which it is appropriate to use each of the various self-referring forms available to them (I, me, my, own name). In English, only pronouns are case marked, so this is not a distinction that children need to attend to consistently in learning the grammatical system (unlike in heavily case marked languages such as Polish or Finnish). In addition, there are differences in how caregivers refer to both themselves and their children, with some utilising pronouns that vary in form as a function of case context (e.g. NOM-I, ACC-me, GEN-my) whereas others rely on proper names which are virtually identical across contexts (e.g. NOM-Mummy, ACC-Mummy, GEN-Mummy’s) (Wills, 1977). Constructivist approaches predict that differential exposure to contrasting pronominal forms should impact on children’s developing understanding of the form–meaning mappings associated with each. Moreover, Budwig (1989) drew attention to the possibility that the different self-referring forms may mark different communicative functions arguing that, for example, my is often used to signal ownership, agency or control, and with an implicit or explicit contrastive function (It’s my turn now, not yours!). Thus, as we saw above for wh-questions and negation, errors may arise if children choose a form they associate with the desired communicative function, but utilise this in the wrong grammatical context.
To investigate these possibilities, we looked at the relative use of different self-referring forms in the input (the original 15 children), and the pragmatic focus of the children’s erroneous and correct pronoun-verb utterances (in a subset of four children who produced a large number of errors). We found that children who heard a higher proportion of self-referring pronominal input made fewer my-for-I errors than those who heard relatively more self-referring proper names, as did those children who used I more often than my prior to the onset of errors (see also Wisman Weil & Leonard, 2017 for a consideration of the role of pronoun case ambiguity in priming case errors). In addition, the children’s my-for-I errors were more likely to express agency or control than were their correct I-verb utterances, an effect not observed for other errors of self-reference (me and own name errors) (McKnight, et al., unpublished manuscript; McKnight, 2016). These findings suggest again that children’s form–meaning mappings for grammatical constructions are not fully adultlike, specifically they have a tendency to permit the use of words which convey their intended meaning in contexts which are ungrammatical in the adult grammar (se also Ambridge, this volume for similar arguments).
Summary
In this section, we have explored how children’s errors can arise from their attempts to utilise or combine linguistic schemas specified at different levels of granularity and abstraction to convey their intended message. These errors disappear over the course of development, a process likely to be driven by the development of more fine-tuned form–meaning mappings based on accruing more experience with the statistical properties of the language and its relation to meaning in the input. Taken together, all of the evidence explored so far indicates that understanding the trajectory of children’s acquisition of grammatical constructions requires more than simply observing the frequency of use of specific forms in the input. We need to consider the ongoing interaction between the meanings children attach to these forms at different stages of development, how their understanding of semantics and pragmatics becomes more refined, and how their input impacts on this process. In the next section, we consider the kinds of semantic and information-structural properties that might be encoded in children’s form–meaning mappings, and how they influence children’s comprehension and production of grammatical constructions.
Semantic and pragmatic (information-structural) properties of sentence representations
Simple constructions
A common constructivist claim is that children will first learn the forms of constructions that are most frequent in their input, with the assumption that these forms will be specified with respect to a range of semantic and/or pragmatic features. The distribution of linguistic forms in the input is influenced by the physical properties of the real world, and by discourse pragmatic and processing considerations for the speaker and listener (e.g. Arnold, 2008). For example, animate entities tend to act on inanimate entities, given information tends to appear before new information in a sentence, and it is easier to process sentences where the arguments are clearly differentiated (e.g. pronouns vs. lexical nouns; singular vs. plural, feminine vs. masculine). These factors play out in the lexical instantiation of grammatical constructions (for example, the subject of a simple transitive tends to be animate, represent given information, and is realised pronominally, whereas the object is typically inanimate, new, and realised lexically, He ate an apple). Consequently, children need to disentangle many different types of cues when learning the form–meaning mappings for grammatical constructions. To understand acquisition, we need to establish which semantic/pragmatic features children are sensitive to, and which define their early grammatical representations.
Using detailed corpus data, we have traced the development, between the ages of 2–3 years, of one of the earliest constructions to be learned, the simple active transitive (e.g. The man chased the cat). Our aim was to understand how the prototypical features of this construction in adult speech would be reflected in, and influence the acquisition of, the transitive construction in children’s speech. We examined the extent to which early child transitives exhibited the properties of prototypical transitivity (as defined by Hopper & Thompson, 1980), preferred argument structure (e.g. DuBois, 1987) or were based on more limited semantic characteristics such as animacy and intentionality, cues infants are known to be sensitive to pre-linguistically (e.g. Carpenter, Akhtar, & Tomasello, 1998; Poulin-Dubois, Lepage, & Ferland, 1996). Detailed coding of child utterances and comparisons with the input revealed that early utterances typically included a volitional subject and denoted events in which the action was transferred from the agent to the patient (Theakston, Maslen, Lieven, & Tomasello, 2012). In addition, there was a very close match between child speech and the input in the relative use of animate subjects and inanimate objects which appears to hold even when adopting a finer-grained animacy hierarchy in which, for example, humans are differentiated from non-human animates (Theakston et al., 2012; Buckle, Lieven, & Theakston, in prep.).
In other work, we have demonstrated that animacy characteristics appear to form an important part of children’s early sentence representations. For example, in a forced choice comprehension task, three-year old children were more likely to interpret conjoined agent intransitives as referring to a non-causal rather than causal action if the sentences contained an animacy contrast (e.g. animate-inanimate The bunny and the ball are meeking / inanimate-animate The ball and the bunny are meeking) compared to if both nouns were animate (e.g. The bunny and the duck are meeking). We argued that this reflects their developing knowledge of the simple transitive and intransitive constructions. On the one hand, for AN-IN noun orderings there is a mismatch between the word order of the conjoined agent intransitive (AN-IN-Verb) and the noun configuration in the more frequent and thus familiar transitive (causal) construction (AN-Verb-IN). On the other, intransitive (non-causal) constructions occur more often than transitive (causal) constructions with sentence-initial inanimate subjects, in line with the IN-AN noun configuration. In both cases we argued that this leads to selection of the non-causal scene. In contrast, fewer sentences in the input occur with two animate nouns, thus children appear less sure of how these animacy characteristics map onto sentence representations (Noble, Iqbal, Lieven, & Theakston, 2016). In addition, using a priming methodology, we investigated the impact of animacy characteristics on children’s knowledge of dative constructions (e.g. The man gave the boy a book/The man gave a book to the boy) in which the recipient/goal is typically animate and the theme inanimate. We hypothesised that if children’s sentence representations encode animacy characteristics, then we ought to see priming effects mediated by the animacy characteristics of the theme/goal in prime and target scenes. Indeed, we found evidence that animacy-semantic role mappings moderated the magnitude of structural priming effects in three-year-olds, and both three- and five-year-olds were primed by the ordering of animate and inanimate nouns, provided the same animacy-semantic role mappings applied in both prime and target. Adults, in contrast, showed no effects of animacy (Buckle, Lieven, & Theakston, 2017). Thus, whereas adults appeared to be processing the prime sentences in terms of their abstract syntactic construction, children were also attending to the animacy characteristics of specific roles, suggesting that their form–meaning mappings were more concretely specified.
Turning briefly to information structure, a series of studies casts further light on young children’s representations of the transitive construction. The prototypical transitive construction encodes a given subject referent and a new object referent, thus necessitating a lexical noun realisation of the object, but only a pronoun or even omission of the subject referent to convey the intended meaning effectively (e.g. DuBois, 1987). The question is whether children’s representations of the transitive construction incorporate information-structural properties. There is evidence to suggest some degree of sensitivity. First, under controlled experimental conditions, although three-year-old English-speaking children explicitly mention a referent when it is contrasted with another, irrespective of its position in a transitive sentence (i.e. as subject, verb, or object, Graf, Theakston, Lieven, & Tomasello, 2015), in the absence of contrast, they omit subject arguments more often than object arguments. This suggests that unless there is a particular need to draw attention to a referent, children produce utterances that reflect the typical information-structural properties of the transitive construction, even if the subject and object referents are equally accessible. Further evidence that children encode information structural properties into their early constructions comes from German where both transitive subjects and objects can occur in sentence-initial position when functioning as topic-comment structures. German-speaking children omit both sentence-initial subject (Der) hat die, [He-SUBJ has it-OBJ] and object arguments (Die) hat der [It-OBJ has he-SUBJ] where omission is pragmatically motivated (Graf, Theakston, Freudenthal & Lieven, 2019). However, the overall patterns of argument omission observed in both the English and German children’s data can be mirrored by a performance-limited computational model trained on input from child-directed-speech. This suggests that children’s productions may reflect an interaction between their learning mechanisms and the distributional properties of the input rather than a full understanding of the pragmatic factors which motivate referent choice in adult language (Freudenthal, Pine, & Gobet, 2007; Graf, Theakston, Freudenthal, & Lieven, 2019). Indeed, English-speaking five-year-olds struggle to correctly produce an unambiguous lexical noun rather than a pronoun to label a new referent if it takes the subject role in a transitive sentence (Theakston, 2012), suggesting that they have not fully disentangled the frequent use of pronominal subjects from their information-structural conditions of use. It is clear from these studies that children’s performance, even with simple sentence structures, is dependent on both prototypical patterns of use in the input and their developing sensitivity to pragmatic factors influencing usage.
Taken together, these studies illustrate the complex nature of children’s developing linguistic representations. They highlight the need to better understand precisely how children’s sensitivity to non-linguistic cues such as animacy and the pragmatic organisation of event structure influences their processing of the language they are exposed to, and the extent to which form and meaning are separable at the earliest stages of development.
Complex constructions
In the realm of complex sentences such as relative clauses, adverbial clauses and complement clauses (see Brandt, this volume), arguably there is an even greater role for semantic and pragmatic understanding in language comprehension and production. These kinds of sentences allow for the encoding of temporal, causal and conditional information, allow the speaker to emphasise or draw attention to one participant over another, and encode shifts in perspective on events. Successful use of complex sentences is therefore likely to rely on the ability to give appropriate weight to each of the various cues to meaning that are present in both the sentence and its wider context of use. In line with constructivist accounts, the prediction is that children are likely to most successfully utilise cues that appear with high frequency and reasonable consistency in the input. However, measuring the relevant frequency of cues is increasingly challenging, as children’s networks of constructions become more interconnected over development. In this section, we briefly explore a few of the factors known to influence children’s comprehension and production of complex constructions.
Complex sentences such as adverbial clauses often refer to separate components of a complex event sequence and thus can allow for different orderings of information which either match (iconic, e.g. Tom washed his hands before he ate dinner) or mismatch (non-iconic, e.g. Before he ate his dinner, Tom washed his hands) the order of those events in the real world. Iconic orderings are generally easier for 4–5 year old children to comprehend (Blything, Davies, & Cain, 2015; de Ruiter, Theakston, Brandt, & Lieven, 2018), perhaps because they make fewer demands on memory (although individual difference measures of children’s memory capacity do not consistently predict performance). However, iconic orderings are not always the most frequent in the input to children but rather vary by adverbial type and pragmatic function (de Ruiter, Lemen, Brandt, Theakston, & Lieven, submitted). In addition, children appear to have a preference for ordering information according to typical information structural patterns (given before new, Junge, Theakston, Lieven, & Tomasello, 2015), although these effects interact with iconicity and clause order such that children are better able to comprehend sentences in which the adverbial clause appears first and represents given information (de Ruiter, Brandt, Lieven, & Theakston, 2020). Finally, in general, sentences containing some adverbial forms (e.g. before) are easier for children than others (e.g. after) (Blything et al., 2015; de Ruiter et al., 2018) which seems to reflect differences in their relative consistency or variability in meaning.
Further evidence for the role of multiple cues in children’s processing of complex sentences comes from research on relative clauses. The widely established finding in English and German that subject relatives (e.g. The cat that chased the mouse) are easier for children to process than object relatives (e.g. The mouse that the cat chased) is mediated if the head of the object relative is inanimate and/or the subject referent is pronominal (e.g. The food that he ate), matching the prototypical properties of object relatives in the input to children (Kidd, Brandt, Lieven, & Tomasello, 2007; Brandt, Kidd, Lieven, & Tomasello, 2009). Other researchers have since investigated the extent to which this finding reflects the ease with which the subject and object referents can be differentiated by manipulating grammatical number, gender, and pronominal form (e.g. Adani et al., 2010, 2014; Haendler, Kliegl & Adani, 2015). This work has revealed that differentiation of the competing referents appears to be an important factor, although not all means of differentiation impact on comprehension to the same extent. In our lab, we are currently investigating the extent to which animacy information provides a helpful cue to relative clause comprehension in the context of reversible events where real-world plausibility cannot be used to interpret the sentences (Macdonald, Brandt, Theakston, Lieven, & Serratrice, submitted).
Finally, in the realm of complement clauses, there is evidence that children’s ability to comprehend and produce sentences using mental state verbs (e.g. He think’s it’s in the red box) is related to both the input frequency of use of different pronominal forms within these constructions, and to children’s developing false belief understanding (see Brandt, this volume).
Taken together, these findings suggest that children form expectations regarding multiple features of complex sentence constructions – their form–meaning mappings are likely to reflect a complex interaction of cues – and when these are not met performance is negatively impacted. It is therefore important to consider the precise linguistic and extralinguistic properties of complex sentences and the events they encode to understand how children learn to comprehend and produce them successfully. There is much more work to be done to fully understand how these different cue-based expectations interact to determine performance, and how their development relates to the properties of the input to which children are exposed.
Conclusions
In this chapter, research largely carried out by Elena Lieven and her colleagues has been summarised to argue that; children’s early sentences (including their grammatical errors) are often constructed from different sources in the input which have broadly compatible form–meaning mappings, these mappings become more refined through ongoing exposure to the input as children build up a more detailed knowledge of different constructions, children’s developing understanding of semantic and pragmatic principles influences their sentence representations, it takes developmental time for children to fully disentangle linguistic and non-linguistic cues to meaning, and similar processes are likely to be at work in both simple and complex sentence acquisition. Thus, to understand children’s processing and acquisition of sentence-level constructions, it is important to take a holistic view of all of the information available to children, and to determine how this information is incorporated into, or interacts with, their sentence representations.
Despite many years work during which we have begun to make inroads into the problem of understanding children’s sentence-level, form–meaning representations, there is a sense in which we still know relatively little about precisely how these different factors influencing language comprehension and production interact, and how they are represented. For example, there is considerable disagreement, even among constructivists, as to what it means to develop an ‘abstract’ knowledge of grammatical constructions and what level of information is stored in linguistic representations (see e.g. Ambridge, 2018 for a discussion of exemplar-based analogy), although there is agreement that the language ‘system’ incorporates information at a variety of levels of representation (Ambridge et al., 2015). Furthermore, for convenience, researchers use terms such as ‘animate’ and ‘inanimate’ or ‘given’ and ‘new’ to capture the basic semantic and pragmatic (information-structural) characteristics of referents and events that influence language processing, yet it is clear that in reality these kinds of notions lie on a continuum. Consequently, the extent to which they influence language processing is likely to be graded rather than absolute, and it is possible that children’s categories might initially be broader or narrower than those of adults (for example, how animate/given is a subject referent in the transitive construction expected to be?). Finally, there is a growing awareness amongst researchers that children’s ability to comprehend and produce different kinds of sentences is task-dependent, and may also reflect individual learner differences (see Kidd et al., this volume). There are now more attempts to understand the requirements of different tasks, what cues are available to children, and what contribution differences in children’s language, executive function (e.g. working memory, Boyle, Lindell, & Kidd, 2013), and pragmatic skills (Matthews, Biney, & Abbot-Smith, 2018) might make to their ability to comprehend and produce grammatical constructions. However, to date the findings are somewhat mixed, often because we do not yet have adequate models to determine what kinds of skills might be expected to feed into specific aspects of language processing, adequate tasks to tap into specific kinds of skills, or precise predictions about how children use in-the-moment information to produce and interpret sentences in real time. Addressing these issues will be critical as we move forward in understanding how children develop sentence-level form–meaning mappings.
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Social cognitive and later language acquisition
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AbstractA great number of studies suggest that children’s acquisition of mental-state language supports, or even facilitates, their understanding of others’ mental states and perspectives. However, based on previous research, it has often been difficult to determine which aspects of mental-state language support this so-called Theory of Mind understanding. Whereas some researchers have argued that it is the semantics of mental verbs, such as think and know, others have suggested that it is the subordinate structure of complement-clause constructions, such as She thinks that the sticker is in the red box. In English, these two aspects are often confounded: mental verbs are typically used in complement-clause constructions. However, more recent studies have turned to languages such as Chinese and German, which allow us to distinguish between verbal semantics and syntactic constructions and also look at their interaction. Overall, these studies suggest that both semantics and syntax can play a role in children’s Theory of Mind development. In this chapter I also present some findings that indicate that whether or not the semantics of mental verbs supports children’s Theory of Mind development depends on how exactly they are used in complement-clause constructions. Since these usage patterns differ across languages, we can also see cross-linguistic differences in the interaction between verbal semantics, syntactic patterns and Theory of Mind development.

Preface
My first contact with language acquisition research and Elena was as a HiWi (student assistant in Germany) at the Max Planck Institute for Evolutionary Anthropology in Leipzig. Together with other students from the University of Leipzig, I was transcribing and coding child–caregiver interactions in German, which were mainly about trains (der Rasende Roland) and some old German buildings (die Frauenkirche in Dresden). These interactions are now publicly available in the Leo corpus on CHILDES (MacWhinney, 2000). Our open-plan HiWi office was situated right between Elena’s and Mike Tomasello’s offices. They usually had their doors open and did not get up from their desks to talk to teach other. What all of us HiWi’s were soon impressed by was Elena’s strong and loud voice, which led us to call her The Voice.
Later, as a PhD student, I’ve learned that Elena also uses her strong and loud voice to ask questions without a microphone after conference talks. And I’ve learned that Elena uses her voice to support early career researchers. At the Max Planck Institute, we could really see that both Elena and Mike were much more interested in what questions and ideas people were asking and developing than in who was asking those questions or developing those ideas (an established professor or a student intern). Finally, I’ve also learned that Elena herself never stops using her voice to ask new, interesting, open minded, and theoretically important questions about child language acquisition.
Language acquisition and Theory of Mind in interaction
In order to communicate successfully, children – and adults – have to understand that their interlocutors can have attitudes, perspectives, beliefs, and knowledge states that differ from their own. One of the most commonly used tasks to test children’s understanding of other people’s beliefs and knowledge states is the Change of Location test, where a story character has a false belief (Wimmer & Perner, 1983). In this false belief test, children typically hear and see the following kind of story:
Maxi puts his marble into a basket. Then he goes out to play in the park. While he is out to play, his sister Sally takes the marble out of the basket and puts it into a box. Then Sally also goes out to play. When Maxi comes back from the park, he wants to play with his marble.

After the story children get asked the crucial test question:
Where will Maxi look for his marble – in the basket or in the box?

In order to make sure that children have followed the story, they also get asked two control questions:
Where is the marble really now?
And where did Maxi put the marble in the beginning?

At around the age of four years, children typically start to give the correct answer to the test question (Wellman, Cross, & Watson, 2001). In order to give the right answer, children have to be able to distinguish between the character’s false belief (i.e. that the marble is still in the basket) and their own knowledge of the actual location of the marble (i.e. that the marble is really in the box now). They also have to inhibit an egocentric response, which would be based on their own representation of the situation (i.e. that they would look in the box because that’s the current location of the marble).
Interestingly, deaf children who grow up with hearing parents and thus have no access to a sign language at home are delayed in their understanding of false belief. Importantly, however, deaf children who grow up with deaf parents and are exposed to a sign language from early on develop an understanding of false belief on the same time scale as hearing children growing up with hearing parents and a spoken language (Schick, de Villiers, de Villiers, & Hoffmeister, 2007).
In addition, there is some evidence suggesting that even adults who have not acquired a fully developed language can struggle with false belief tests. Pyers and Senghas (2009) investigated false belief understanding in adults and adolescents who have developed Nicaraguan Sign Language. This sign language has only started to develop in the late 1970’s when deaf children in Nicaragua first came together in a newly established school for the deaf. Before this school had been established, these children did not have much contact with other deaf individuals and were mainly communicating with their hearing caregivers by using home signs. Even though home signs share some features with fully developed sign languages and spoken languages, they also lack a number of grammatical and semantic features (e.g., Senghas & Coppola, 2001). When these home signers came together in the new school, children in the first cohort started to develop a simple version of Nicaraguan Sign Language. Children in the second cohort learned this developing sign language from the first cohort and developed it further into a more complex language with more grammatical and semantic features. Children from both the first and second cohorts are adults now. When first tested on their linguistic skills and false belief understanding in 2001, adults and adolescents from the second cohort produced significantly more mental verbs (e.g., know, think) than the first cohort. Adults and adolescents from the second cohort also outperformed the first cohort on a low-verbal version of the Change of Location false belief test described above. On average, adults from the first cohort passed fewer than one out of four false belief tests, whereas most individuals from the second cohort passed all four.
Taken together, these data from deaf children as well as adults and adolescents can be taken as clear evidence that having access to a fully developed sign language supports the understanding of others’ beliefs. Similarly, a large number of studies with hearing children have found strong relationships between children’s linguistic skills and their false belief understanding, and most of them suggest that language precedes false belief (see meta analyses by Farrar, Benigno, Tompkins, & Gage, 2017; Milligan, Astington, & Dack, 2007).
Interactions between syntax, verbal semantics and false belief
However, it is far from clear how exactly language supports false belief. Some researchers suggest that just taking part in everyday conversation makes children aware of the fact that people can differ in their beliefs, knowledge states, attitudes, and perspectives (e.g., Harris, de Rosnay, & Pons, 2005). For example, the use of alternative labels (e.g., rabbit vs. bunny; coast vs. shore; aunt vs. mother) already points to different perspectives on and mental representations of the same object, scene, or person. In accordance with this approach, Perner, Stummer, Sprung, and Doherty (2002) could show that children’s increasing ability to produce and comprehend alternative labels developed in parallel with their increasing understanding of false belief. Similarly, Lohmann and Tomasello (2003) found in their training study that simply talking about deceptive objects, such as candles looking like apples, promotes children’s false belief understanding. That is, children who experienced these deceptive objects together with utterances such as “right, it really is a candle” improved in their false belief understanding. On the other hand, children who only heard minimal language (e.g., “and now look”) did not show any advances in their understanding of others’ beliefs. In another training study, Lu, Su, and Wang (2008) were able to show that encouraging children to just talk about other people’s actions can also lead to improved false belief understanding. As stated by Harris et al. (2005, p. 72), any linguistic expression that points to individual and others’ perspectives promotes Theory of Mind. The assumption that an exposure to general language promotes children’s false belief understanding is further supported by a great number of studies finding correlations and longitudinal links between children’ performance on standardized tests of grammar and vocabulary and their false belief understanding (e.g., Cheung et al., 2004; Farrar & Maag, 2002; Tardif, So, & Kaciroti, 2007).
Others, however, argue that it is caregivers’ use of specific mental verbs, such as think and know, that points children to different beliefs and knowledge states. For example, Ruffman, Slade, and Crowe (2002) found that the frequency of mental state verbs in mothers’ language was positively correlated with their children’s false belief understanding later on.
Yet another suggestion is that learning complex syntactic structures provides children with a tool that allows them to represent different beliefs (e.g., Astington & Jenkins, 1999). Related to this last point, de Villiers and colleagues (e.g., de Villiers & Pyers, 2002) have argued that only specific syntactic structures, namely complement clause structures, allow children to represent and develop an understanding of false belief. More precisely, complement clause structures (e.g., “I know that the marble is in the box now” and “Maxi thinks that the marble is still in the basket”) allow us to talk about and represent the same situation from different mental perspectives – in an explicit and flexible manner.
Teasing apart the different linguistic factors can be difficult. For example, mental verbs and complement clause constructions are used and processed in and cannot be taken out of everyday conversation. Similarly, mental verbs like know and think are often used in complement clause structures (e.g., “Maxi thinks that the marble is still in the basket”). There is some evidence, however, that complement clause constructions are also positively related to children’s false belief understanding when they are used without mental verbs. That is, children’s understanding of complement clause constructions with communication verbs (e.g., “Maxi said that the marble is still in the basket”) also predicts their false belief understanding (e.g., de Villiers & Pyers, 2002; Lohmann & Tomasello, 2003). This led de Villiers and Pyers (2002) to argue that it is the syntax, not the semantics, of complement clause constructions that promotes children’s false belief development.
However, when turning to languages that allow an even greater variety of verb types to be used in complement clause structures, the picture looks a bit different. In German, for example, it is also common and grammatical to use desire verbs together with finite complement clauses:
(1)
Maxi
Maxi

 will,
wants

 dass
that

 die
the

 Murmel
marble

 in
in

 dem
the

 Korb
basket

 ist.
is

 
‘Maxi wants the marble to be in the basket’



(2)
Maxi
Maxi

 denkt,
thinks

 dass
that

 die
the

 Murmel
marble

 in
in

 dem
the

 Korb
basket

 ist.
is

 
‘Max thinks that the marble is in the basket.



When Perner, Sprung, Zauner, and Haider (2003) looked at German-speaking children’s comprehension of complement clause structures used with different kinds of verbs, they found that children understood complement clause structures with desire verbs like wollen ‘want’ (see Example (1)) before they understood the same clause types with communication and mental verbs like denken ‘think’ (see Example (2)). In addition, children’s understanding of complement clause structures with desire verbs was not related to their understanding of false belief.
This led de Villiers (2007) to refine her hypothesis and suggest that it is only realis complements that allow children to acquire an understanding of false belief. The crucial feature of a realis complement, such as (2) above, is that they refer to a mental representations of a situation in the past or present (e.g., that the marble is or was in the basket). This mental representation can be true or false. In this example, the marble could or could not be in the basket. When used with desire verbs like want, however, complements are irrealis. They refer to representations of future or hypothetical events. The superordinate proposition (e.g., “Maxi wants”) does not occur at the same time as the subordinate proposition (“that the marble be in the basket”).
This research suggests that we might not be able to disentangle the semantic and syntactic features of complement clause constructions as both seem to play a crucial role in supporting children’s ability to learn and understand false belief. Another line of research suggests that we should also consider multiple linguistic routes to false belief. As mentioned above, several training and longitudinal studies have found that children’s understanding of and their exposure to complement clause structures predicts and facilitates their understanding of false belief (e.g., de Villiers & Pyers, 2002; Lohmann & Tomasello, 2003). However, Lohmann and Tomasello (2003) found that exposing children to simple language also leads to better false belief understanding later on. Interestingly, the results from a recent meta analysis and qualitative review suggest that there might also be differences between typically-developing children and children with autism when it comes to choosing which linguistic route best supports false belief. Farrar and colleagues (2017) suggest that typically-developing children might actually rely most on their general linguistic skills, including simple language, whereas children with autism mostly benefit from acquiring the complex structure of complement clauses.
Interactions between syntax, verbal semantics and false belief from a cross-linguistic perspective
What I will discuss in more detail in the remainder of this chapter is that the choice of linguistic route to false belief can also be affected by cross-linguistic differences. In particular, I will argue that how different types of complement clauses facilitate children’s false belief understanding depends on how these syntactic constructions are used in a given language. As summarized above, de Villiers (2007) suggested that, in languages such as English and German, complement clauses only support children’s false belief development when they are of the realis type. Realis complement clauses can be used together with communication and mental verbs like say, think and know, but not with desire verbs like want.
For Chinese, however, Cheung, Chen, and Yeung (2009) proposed another type of modification. Unlike English and German, both Cantonese and Mandarin Chinese have a mental verb that explicitly encodes false belief. The Cantonese verb ji5wai4 (yi3wei2 in Mandarin) can be translated as ‘falsely think’. When Cheung et al. (2009) tested Cantonese children’s understanding of complement clause constructions and how they are related to false belief, they found that only the understanding of complement clauses used together with this explicit false belief verb was positively correlated with children’s false belief understanding. Cantonese children’s understanding of complement clauses used together with communication or neutral mental verbs (e.g., ‘say’ or ‘think’) played no unique role in predicting children’s false belief understanding. In other words, the link between false belief and complement clause structures interacts with the realis vs. irrealis distinction in English and German, with only realis complement clauses showing a positive relation to false belief (e.g., de Villiers, 2007). In Cantonese Chinese, however, the positive relation between false belief and complement clause structures interacts with the distinction between explicit false belief verbs vs. any other mental or communication verb used in the complement clause construction.
In a recent study, we were able to replicate this finding for Mandarin and Cantonese Chinese using different linguistic tasks than the ones used by Cheung et al. (2009) (Brandt, Li, & Chan, under revision.). Unlike Cheung et al. (2009), who used different tasks for complement clause constructions with ‘falsely think’ and complement clause constructions with other mental and communication verbs, we tested the understanding of complement clause constructions with different verb types within the same task. We used the hidden object task by Moore, Bryant, and Furrow (1989), where children hear contrastive statements, such as: “I think that the sticker is in the blue box” vs. “I know that the sticker is in the red box”. In order to pass this task, children need to understand that the proposition marked by know is more trustworthy than the proposition marked by think. When testing Chinese children, we contrasted ‘know’ vs. ‘think’ and ‘know’ vs. ‘falsely think’. We found that Chinese children’s performance in this hidden object task also correlate with their false belief understanding. However, regression analyses suggest that it is only the contrast between ‘know’ vs. ‘falsely think’ that is uniquely related to false belief (see Brandt et al., under revision).
Looking at usage patterns and functions across languages
Turning back to English and German, several studies suggest that not just the choice of a specific verb type, but also the choice of a specific subject type can lead to differences in children’s interpretation of complement clause constructions and how they are related to their false belief understanding. As shown by Brandt, Buttelmann, Lieven, and Tomasello (2016), English-speaking children understand complement clause construction with third person subjects in the main clause (e.g., “he knows that the sticker is in the blue box”) better than complement clause constructions with first person subjects in the main clause (e.g., “I know that the sticker is in the blue box”). To save some words, I will refer to these two constructions as third and first person complements from here on. Brandt et al. (2016) also found that children’s understanding of third person complements was more strongly related to their false belief understanding than their understanding of first person complements (for similar results in English see Howard Gola, 2012). Similar patterns were found for German-speaking 3- and 4-year-olds (Brandt & Buttelmann, 2015).
We have recently replicated this finding in a more carefully designed longitudinal study with English-speaking 3-year-olds, where we also tested and controlled for children’s general linguistic skills and a number of additional individual difference measures (Boeg Thomsen, Theakston, Kandemirci, & Brandt, in prep.). As has been shown for general linguistic skills (e.g., Cheung et al., 2004; Farrar & Maag, 2002), children’s executive functioning skills also seem to be positively related to false belief understanding (e.g., Carlson, Moses, & Breton, 2002). As shortly mentioned before, children have to inhibit their own knowledge state and their access to reality when answering the test question in a false belief test. And since they have to remember the story, their general memory skills might also affect their performance in these Theory of Mind tests (e.g., Davis & Pratt, 1995). Therefore, when children first came into the lab for this longitudinal study around the age of three years, we did not just test their understanding of complement clause constructions, we also assessed their understanding of vocabulary and grammar, their inhibitory control, as well as their short term and working memory. Another methodological improvement in this longitudinal study was that we avoided using any complement clause constructions in the false belief test questions. In previous longitudinal studies, some of the false belief test questions contained the same linguistic structures and verbs as the ones used for testing children’s understanding of complement clauses. For example, de Villiers and Pyers (2002) used sentences like “what did she think she bought” when testing children on their understanding of complement clause structures. And they used highly similar sentences like “what did you think was in the box” when testing their understanding of false belief. It is thus not clear whether children’s performance in the false belief test was measured independently of their understanding of complement clause constructions. In our study we changed the sentences used in the false belief tasks to simple sentences, such as “what did you first think about this box”? And “did you think about raisins or a ball first”?
What we were mainly interested in was which of the linguistic and cognitive skills we measured around the age of three predicted children’s false belief understanding half a year later. Confirming results from the correlational study (Brandt et al., 2016), we found that the best predictors were children’s understanding of complement clauses and that third person complements showed a stronger relation to false belief than first person complements. To summarize, the relationship between complement clauses and false belief holds even when we apply strict controls. However, in languages like English and German, the link between complement clauses and false belief is moderated by an interaction with subject type.
The question is whether we can explain this difference between first and third person complements and their relation to false belief based on de Villiers’ (2007) semantic distinction between realis and irrealis complements or whether we need to turn to an alternative explanation. In other words, would it be possible that the subject changes the semantics of mental verbs? De Villiers (2007, p. 213) does not discuss this issue. When she discusses the distinction between realis complements with verbs like think and irrealis complements with verbs like want, she states that this distinction is “carried by the nature of the verb”. However, it is noticeable that all of de Villiers’ examples are third person complements. Moreover, the training and longitudinal studies that found relations between complement clauses and false belief have either used third person complements only or a mix of second and third person complements. For example, in the study by Lohmann and Tomasello (2003, p. 1144), children in the complements training group heard sentences like the following:
(3)
What do you think this is?



(4)
Do you think you can light this candle?



(5)
Does Ernie know that candles can be dangerous?



Sentences like these all qualify as realis complements: they refer to mental representations of objects in the here and now that may or may not correspond to the real nature of these objects.1 But the same can be said about first person complements:
(3a)
I think this is a candle.



(4a)
I think that you can light this candle.



In German, these first person complements could also be turned into irrealis complements by just changing the verb. In English, this change would also lead to an infinite complement. The irrealis complement below does not refer to a mental representation of an object observable at the time of speaking.
(3b)
I want this to be a candle.



To summarize, both first and third person complements can be realis or irrealis, depending on which verb types are used. Whether they are used with first or third person subjects has no effect on the semantics of these mental verbs.
If we want to explain the difference between children’s understanding of first and third person complements and their relation to false belief, we need to turn to corpus data to see how these syntactic constructions are used in actual discourse – outside the lab. When Thompson (2002) investigated how American-English adults use the most frequent complement-taking verbs (i.e., think, guess, remember, know, see), she found that in the vast majority of instances they used them together with a first person subject (e.g., “I guess he’s OK”). Based on this frequency distribution, she argued that complement-taking phrases like I guess or I think can be considered fixed formulas or chunks. When she had a closer look at the discourse function of these fixed formulas, she suggested that most of them function as epistemic markers, which express speaker certainty towards a proposition. For example, when saying “I think the sticker is in the red box”, the speaker expresses that they are not completely certain whether or not “the sticker is in the red box”. If they were completely certain, they would say “I know the sticker is in the red box” or just “the sticker is in the red box”.
Thompson (2002) also suggested that complement clause constructions that contain these formulaic epistemic markers do not have the same subordinate structure as complement clause constructions used with less frequent third person complement-taking phrases, such as “the boy thought”. In a prototypical subordinate structure, the main clause contains the foreground information and the subordinate clause contains background information. For example, in an utterance such as “the boy thought the sticker was in the red box”, the focus is typically on the thinking process. However, when you look at how first person complements are treated in conversation, speakers typically focus on what is expressed in the subordinate complement clause. This is nicely shown in this example (Thompson, 2002, p. 132):
(6)
(talking about a photo collage on the wall)
	Terry:	I think it’s cool.
	Abbie:	It is cool.
	Maureen:	It is great.





Here, the focus is clearly not on the thinking process, but on what is expressed in the complement clause “it’s cool”. Similar patterns in terms of frequency and discourse function of first versus third person complements have been observed in Dutch adult conversation (Verhagen, 2005) and, most importantly, also in the speech addressed to children learning German and English (Brandt, Lieven, & Tomasello, 2010; Diessel, 2004).
Looking at children’s interpretation of complement clauses, children also tend to focus on the proposition expressed by the subordinate complement clause. As has been argued by Lewis, Hacquard, and Lidz (2017), children interpret these complex structures according to how they are most often used in child-directed speech. When they are asked, for example, whether a sentence like “Dora thinks that Swiper is behind the curtain” is correct in a scenario where the belief is false (because Swiper is not behind the curtain) they usually tend to say “no”. However, Lewis and colleagues (2017) could also show that children around the age four years are able to focus on the belief and judge this sentence as correct when the belief aspect is made more prominent by, for example, introducing a second character with a different belief.
When we look at children’s own production of complement clause constructions in spontaneous speech, it is striking that they start producing these syntactic structures around the age of three years (e.g., Diessel, 2004), which is much earlier than the age at which they typically show an understanding of false belief (at around 4 years). However, as has been shown for other syntactic constructions (e.g., Bannard, Lieven, & Tomasello, 2009; Theakston & Lieven, 2017), children’s first complement clause constructions are mostly made up of formulaic chunks. That is, the vast majority of children’s early complement clause constructions are first person complements. And it has been argued that, just as in adult speech, these syntactic constructions can be analyzed as a formulaic epistemic marker used together with a simple proposition (Brandt et al., 2010; Diessel, 2004). In other words, most of the first person complements that children and adults use in spontaneous speech do not have the same function and subordinate structure as the third person complements typically used in experimental studies looking at children’s understanding of complement clause structures and false belief. Whereas complement-taking phrases with first person subjects (e.g., “I think”) mainly function as epistemic markers, complement-taking phrases with third person subjects (e.g., “he thinks”) refer to a person’s mental process (thinking) and a mental representation (“that the sticker is in the red box”). This would also explain why we find that third person subjects are more closely related to children’s developing understanding of false belief (e.g., Brandt et al., 2016).
The last question I would like to investigate is whether the different functions of first and third person complements and their different relations to false belief are universal or whether they are affected by the way they are used in spoken discourse. Thompson (2002) suggests that there is a link between the frequent use and the epistemic function of first person complements. As has been shown for other lexical items and constructions, frequently used phrases often turn into chunks that cannot be analyzed in terms of their component parts anymore. This is also evident in discourse markers like “you know” in utterances like “this is great, you know”. When these discourse markers are used and encountered in conversation, people would rarely respond with “no I didn’t know that”.
The best test case for investigating the link between the frequent use and epistemic function of first person complement-taking phrases would be a language where mental verbs are not frequently or predominantly used with first person subjects. We found this to be the case in Chinese (Brandt et al., under revision). When we looked at Mandarin Chinese caregivers’ use of mental verbs in complement clause constructions, there were two important findings: First of all, the number of mental verbs used in Mandarin is very low compared to English and German (see also Tardif & Wellman, 2000). Secondly, Mandarin Chinese caregivers do not show a first person bias. That is, whereas English and German-speaking caregivers overwhelmingly use mental verbs with first person subjects, Mandarin Chinese caregivers use mental verbs with different kinds of subjects. For example, the frequent mental verbs jue2de2 ‘think’ and zhi1dao4 ‘know’ are most frequently used with second person singular subjects (58% and 54% respectively), followed by first person singular subjects (34% and 37%) and third person singular subjects (4% and 5%). These corpus data suggest that Mandarin Chinese speakers are less likely to operate with fixed formulas like ‘I think’ or ‘I guess’ when they use complement clause constructions. If this is the case, we should also expect smaller or no differences between first and third person complements and their relation to false belief in Chinese.
In order to investigate this, we replicated the study by Brandt et al. (2016) with Mandarin Chinese children (see Brandt et al., under revision). As a reminder, in this study children first did the hidden object task (Moore et al., 1989), where they heard contrastive statements (e.g., ‘I know that the sticker is in the blue box’ vs. ‘I think that the sticker is in the red box’). These statements were presented as first or third person complements (i.e., ‘I know…’ vs. ‘I think…’ or ‘he knows…’ vs. ‘he thinks…’). As reported above, we also used the explicit false belief verb ji5wai4 ‘falsely think’ in half of the trials. After the hidden object task, children took part in four standard false belief tasks.
We found that, as in English and German, children were better at interpreting third person complements than first person complements. Unlike in English and German, however, when we looked at the link between children’s understanding of complement clauses and their understanding of false belief, we did not find a significant difference between first and third person complements. That is, when used with neutral verbs like ‘think’, neither first nor third person complements played a unique role in children’s false belief understanding. When used with the explicit verb ji5wai4 ‘falsely think’, both first and third person complements were related to false belief.
The finding that, just like English- and German-speaking children, Chinese children also showed a better understanding of third person complements was somewhat surprising. We have suggested that this might be due to task effects rather than linguistic usage patterns. For example, when hearing ‘I think’ and ‘I know’ children might need to switch perspective in order to solve the task: I should follow the puppet’s advice who said that ‘he knew’. This is not the case for third person complements where children hear ‘he thinks’ and ‘he knows’. In addition, hearing ‘he knows’ also means that the producer of these utterances endorses the puppet who ‘knows’. That is, we would not say “he knows that the sticker is in the red box” if we had some reason to belief that the sticker was not in the red box. This might explain why both English and Chinese children find it easier to interpret third person complements – despite different usage patterns in spontaneous speech.
Our corpus data suggest that Chinese speakers are less likely to represent first person complement-taking phrases as unanalyzed chunks or discourse markers, where the meaning of the mental verbs is not in focus anymore. The fact that we found no difference in how first and third person complements are related to Chinese children’s false belief understanding suggests that this is indeed the case. Usage patterns can affect the function of different types of complement clauses. And since there is more equivalence in Mandarin Chinese, both first and third person complements are related to false belief.
Summary and conclusion
Previous research already suggested that it is difficult to disentangle the different linguistic factors that play a role in children’s false belief development. For example, de Villiers (2007) suggested that different types of verbs and their semantics affect the meaning of complement clauses and how they are related to false belief. A simple interaction between verbal semantics and syntax does not, however, explain why we find a difference between first and third person complements and their relation to false belief. Our cross-linguistic research on the use and interpretation of complement clause constructions in English, German, and Chinese suggests that the meaning of the verbs and hence the meaning of the whole construction is shaped by usage patterns, which differ across languages. Such a finding is, of course, not surprising and lends further support to linguistic theories that see syntax and semantics as emerging from language use.
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Part 2Levels of variation


The emergence of gesture during prelinguistic interaction
Thea Cameron-FaulknerUniversity of Manchester

AbstractThe emergence of intentional prelinguistic communication demonstrates in the most basic terms, the essence of language and the dynamic nature of communicative development. The chapter provides an overview of prelinguistic development from a dynamic perspective, beginning with a discussion of joint attention skills and patterns of triadic interaction, followed by a description of prelinguistic gesture development. The chapter presents a dynamic, interactive account of development in which infant gestures become social over time through interaction with more experienced co-participants. The chapter concludes by considering prelinguistic gestures cross-culturally and the challenges associated with studying this rich and interactive aspect of development.

Preface
Elena Lieven has had a profound influence on my work right from the start of my career. Elena took me on as a PhD student back in 1999 and demonstrated to me the importance of working with psychologically plausible models of language development. Elena’s contribution to the field, in particular the emphasis on culture and the environment, has shaped my thinking and approach to analysis. Over the years theories have changed but arguably children haven’t and Elena’s depth of knowledge has been pivotal in making sure that her students and colleagues don’t throw the baby out with the bathwater. Her depth of knowledge and understanding ensure that we consider the pioneering studies of language development in addition to the most recent advances. I have benefited both personally and academically from Elena’s kindness, generosity, and support. Her guidance and advice have been pivotal in shaping my career and no doubt I wouldn’t be where I am today without her.
Introduction
Just about any collected work on language development will begin with a chapter on prelinguistic development. The early babble and gesture used by infants heralds their coming of age as sentient rational human beings. Just as importantly, though, the emergence of intentional prelinguistic communication demonstrates, in the most basic terms, the essence of language: the drive to share our experiences, emotions and internal mental lives with others, to connect, and to gain security in the feeling of being part of something bigger than ourselves. A number of species the world over use communication for instrumental means and for the maintenance of social networks but as far as we know only humans feel the need to share attention for ‘sharing’s sake’ (Tomasello, 1999). In the current chapter I will overview two key aspects of prelinguistic gesture development that together set the stage for the onset of language acquisition: firstly the development of joint attentional abilities and then the emergence of intentional communicative gesture which enables infants to play an ever increasingly active role within joint attention episodes (Salo, Rowe, & Reeb-Sutherland, 2018). In addition to describing general patterns of prelinguistic development, the chapter also attempts to address the thornier issues of how and why infants develop in the way that they do. Thus, the final substantive sections consider theoretical perspectives on prelinguistic development, specifically the development of declarative gestures, and cross cultural patterns of development.
The chapter is written with a dynamic approach to development in mind since nowhere in human behaviour is the interaction between a range of complex developing systems more apparent. The emergence of prelinguistic forms of communication is therefore viewed as the natural outcome of a self-organising system where change is occurring on a range of time scales in a number of related domains and is part and parcel of daily life within the infant’s particular environmental niche (e.g. Geert, 2008; Tamis-LeMonda et al., 2012). Given the vast body of literature that has been growing over recent decades, the current chapter will take a relatively generalistic approach to prelinguistic development in order to bring to the fore some of the key developments associated with prelinguistic gesture. At the heart of the discussion, though, is the notion that given a dynamic approach we would predict that that no two infants will develop in the exact same way; individual differences abound (e.g. Lieven, Pine, & Barnes, 1992; Thelen & Smith, 1994). Furthermore, the assumption is not only that each infant would travel their own path of development, but also that each caregiver would interact with their child in their own way and the resulting patterns of interaction too would vary from one communicative exchange to the next. In an authentic dynamic analysis of development, all aspects of all systems both within and between organisms are open to change and transition.
To keep things in perspective, it is helpful to remember exactly what development is and what it is doing, namely that a younger and less capable system is developing into an older and more capable system (Triesch, Teuscher, Deák, & Carlson, 2006). In terms of prelinguistic development this involves developments in a range of domains such as attentional abilities, motor skills, eye gaze and the manual and vocal skills associated with communication (e.g. de Barbaro, Johnson, Forster, & Deak, 2016), as well as the interactional aspects of communication. Below I present a general sketch of one of the most subtle but integral aspects of development; the shift to triadic, joint attentional states, that is the ability to coordinate attention to some aspect of the environment and a social partner (Bakeman & Adamson, 1984). Joint attention provides one of the most powerful indications of the centrality of the social world in a child’s development and speaks clearly to the social interactionist approach to development central to the work of Elena Lieven and colleagues. Following this, the discussion moves to the development of the actions and gestures that infants use within these interactionally-rich joint attention episodes.
The development of triadic attention and joint action
The development of joint attentional abilities appears to follow a well-attested trajectory which takes place over most of infancy (Bakeman & Adamson, 1984). In terms of attention, infants from birth have a strong interest in faces, specifically eyes (see Lock & Zukow-Goldring, 2010). Faces have all the features that babies are drawn to; they have moving parts, are often associated with sound (in many cases the familiar sounds of the caregiver), and often exhibit contingent responses to infant actions. Both adults and infants alike display joy in dyadic face-to-face interaction and indeed infants become puzzled and distressed when their expectations associated with these types of interactions are not met. In terms of communicative development, it would seem that infants are off to a good start. They enjoy interaction, participate actively in turn-taking, and display strong skills in getting the attention of others. These interactions are dyadic, with a focus on just two players, the infant and (typically) the caregiver.
Around the age of six months infants become more interested in objects in general and are less likely to respond positively to the bids of a caregiver to join in the attentional frame (e.g. Kaye & Fogel, 1980; Trevarthen & Hubley, 1978). While a three-month-old infant is relatively happy for a caregiver to take control of an object (e.g. presenting objects to the child and replacing objects with other ones), the six month old infant is more likely to protest. In video recordings from our centre we have numerous episodes in which caregivers engage in all manner of child-friendly attempts to divert their infants’ attention away from an object and to redirect it towards something else, but these bids tend to be unwelcome from the infants’ perspective as illustrated in the scenario below:
The mother and infant (aged 10 months) are sitting on the floor with a selection of toys. The infant has been exploring one toy with a high level of concentration for a sustained period of time. The mother attempts to draw the infant’s attention towards a different toy (a rattle ball) using a range of strategies. First the caregiver rattles the ball in the infant’s line of sight. The infant continues to look at his chosen toy. Next the caregiver rolls the ball down the infant’s arm. Again the infant continues to focus on his toy and does not respond in any way to the caregiver’s bid. Finally the caregiver gently taps the ball on the infant’s head and then holds it out in the infant’s line of sight. The infant accidentally hits the ball away while lifting up his hands during further exploration of his chosen toy. The mother puts the ball on the ground and looks on at the infant’s activity.

The example above raises a few points of interest. Firstly the caregiver made multiple bids to engage with her infant despite his apparent satisfaction with the current state of play. This was a common pattern across the sample. To some extent these attempts on the part of the mothers to draw attention to a new object were part and parcel of the set up of data collection which involved the mother and child sitting together for twenty minutes with a set of toys. Twenty minutes is a long time for a mother to sit still and watch her infant play with toys. In addition there is also the expectation on the part of the caregiver to take an active, leading role in the interaction within the context of a video-recorded interaction. The extent to which the mothers attempted to divert their infants’ attention varied across the sample with some mothers also spending considerable amounts of time ‘following in’ to their infant’s focus of interest and producing the rich contingent talk that has such a beneficial effect on child language development (e.g. Masur, Flynn, & Eichorst, 2005; McGillion et al. 2013; Tomasello & Farrar, 1986). However, episodes such as the one presented above are also an indication of the caregiver’s motivation to introduce the infant to the world around them and to socialise them into what is considered important and worthy of attention in their cultural setting. As highlighted by Luo and Tamis-LeMonda (2016), the object-directed actions found in periods of object exploration provide infants with valuable opportunities to learn about the perceptual affordances of their environment, and caregivers play a central role in scaffolding this aspect of development.
To recap, between 6 and 8 months of age the infant, broadly speaking, has moved away from a focus on faces to a focus on objects and the world around them. In order to become an effective communicator the infant now has the task of bringing together these two ways of being – interacting dyadically with people and interacting dyadically with objects. The integration of these two worlds emerges from around the age of 10 months of age and is signalled by the infant’s ability to hold both the caregiver and aspects of their environment in a joint attentional frame, that is to engage in triadic interaction (e.g. Adamson & Bakeman, 1985; Bates, Camaioni, & Volterra, 1975; Trevarthen & Hubley, 1978). The infant’s contribution to these joint attentional frames moves from a passive role in which they can shift gaze from adult to object/event, to an active role in which the infant themself can elicit a triadic joint attentional frame through prelinguistic communicative actions.
The trajectory from dyadic to triadic episodes is captured by Bakeman and Adamson (1984) in their study of engagement states between 6 and 18 months of age. The authors describe the gradual emergence of joint attentional (in their words joint engagement) states and claim that even though some of the infants engaged in joint attentional states towards the end of their first year, it was not until around 15–18 months of age that this specific form of attention became routine and attested in all infants. The overview of the shift from dyadic to joint attentional states provides the backdrop to prelinguistic gesture development. Once infants are able to share attention between their social and physical worlds they then need to develop actions and behaviours which will signal to others exactly what it is they wish to share. In other words, they need to develop what Jones and Zimmerman (2003) refer to as ‘action elements calling for a response’.
The development of prelinguistic communicative gestures
Prelinguistic infants produce a range of actions and gestures with reaching, holding out and giving emerging first around 10 months of age, followed by index finger pointing (e.g. Bates et al., 1975). Underlying these actions are communicative motives which are much more difficult to pin down (Brinck, 2004). Here we owe much to the detailed and insightful analyses presented by Bates et al. (1975), Bruner (1975, 1983) and Dore (1975) in our understanding of the functional dimension of prelinguistic actions and gestures. Bates et al. (1975) conducted a systematic, quasi-longitudinal study of prelinguistic development in three infants structured along a functional dimension by means of speech act analysis (Austin, 1962; Searle, 1969). Briefly, speech act theory is based on the premise that our linguistic interactions are most appropriately described in terms of their effect on others as opposed to their truth conditional characteristics; language is viewed as a way of doing things with words (Austin, 1962). Bates et al. (1975) focused on two categories of speech acts which, reflecting the fact that the participants of their study were pre-verbal and therefore not able to produce communicative acts involving speech, were referred to as proto-declaratives and proto-imperatives. Proto-declaratives were defined in line with the work of Parisi and Antinucci (1973) as attempts to direct someone’s attention, while the term proto-imperative was used to refer to action in which the adult was requested to act on behalf of the infant in obtaining a goal of some sort. The distinction is captured nicely by Brinck (2004: 431): ‘In pointing imperatively, the child uses the adult as the means. In acts of declarative pointing the object is the means and the adult the end’.
Two important points need to be made at this juncture which over the years may have been lost. Firstly Bates et al. (1975;208) were clear to point out that they made the methodological decision to focus on ‘only the two most general performatives, the imperative and declarative’ leaving the way open for the discovery and analysis of a wider range of speech acts in future work (see for example Tomasello, Carpenter, & Liszkowski, 2007). In some more recent studies there is a tendency to view imperatives and declaratives as the only types of speech acts produced during the prelinguistic stage. Secondly, following on from the work of Parisi and Antinicci (1973) the authors viewed proto-declaratives as a type of proto-imperative ‘which commands the unique epistemic act of ‘assuming’ some proposition’ (Bates et al., 1975, p. 208). That is the proto-imperative and proto-declarative have some shared features. This makes perfect sense. When we make a bid to share attention with someone our declarative act is very much couched in an imperative carrier function. A prototypical declarative such as What a beautiful sunset! gently demands that the hearer attends to the scene therefore giving the utterance an imperative undertone. The authors’ claim that proto-declaratives are partly imperative should come as comfort to any researcher who has attempted to code naturalistic prelinguistic behaviours using the proto-declarative and proto-imperative categorisation and may lead us to view these motives as points on a functional cline as opposed to discrete categories.
Although the proto-declarative / proto-imperative distinction is not always clear cut, there are a number of studies that highlight the special nature of proto-acts with a strong declarative motive (Bates et al., 1975; Butterworth, 2003; Iverson & Goldin Meadow, 2005). Firstly, the frequency and early developmental emergence of proto-declaratives appear to be species-specific (e.g. Tomasello, 2008), and the prototypical underlying motive of declarative appears to be restricted to human forms of communication. There is some evidence to suggest, though, that non-human primates and also ravens (e.g. Pika & Bugnyar, 2011) may also produce these sharing communicative acts, but not to the same extent as humans. If we adopt a more liberal definition of what counts as a (proto) declarative, then it could be the case that the list of species producing these communicative acts grows substantially. Secondly, studies have identified a strong association between proto-declarative acts and early language development with researchers identifying close links between the onset of declarative gestures and rate (though not onset, c.f. McGillion, Pine, Herbert, & Matthews, 2017) of language development (e.g. Bates et al., 1975; Colonnesi et al., 2010; Iverson & Goldin-Meadow, 2005). While the link between prelinguistic declarative gestures and the rate of language development is well attested, the reasons for the relationship are less well understood (McGillion et al., 2017). Franco and Butterworth (1996) state that the social and psychological processes essential for declarative (but not imperative gestures) are the same processes necessary for language development while other studies focus on the beneficial role played by caregiver speech during infant-initiated joint attentional episodes (e.g. Goldstein & Schwade, 2008).
Theoretical perspectives on the emergence of declarative gestures
Given the strong link between proto-declarative gestures and language development, considerable attention has been given to explaining the emergence of these behaviours. While much of the focus has been on index finger pointing, researchers have also highlighted the production of more proximal actions such as holding out and giving as potential precursors (e.g. Bates et al., 1975; Cameron-Faulkner, Lieven, Theakston, & Tomasello, 2015; Carpenter, Nagell, & Tomasello, 1998; Masur, 1983; Werner & Kaplan, 1963). Bates et al. (1975) highlighted the production of hold out behaviours (i.e. holding up an object in the line of sight of a co-participant) in their analysis of prelinguistic development, and considered these actions to be a key development providing infants with rich interactional episodes within which to develop more conventional forms of communication (e.g. Werner & Kaplan, 1963). Indeed, there is evidence to support the claim that these early proximal actions are linked to the iconic index finger pointing seen later in development. For example, in our study of prelinguistic development (Cameron-Faulkner et al., 2015) we found a positive correlation between the frequency of hold out and giving gestures at 10 months and index finger pointing at 12 months. These early hold out behaviours appeared to be produced with the intention of drawing the caregiver’s attention to an object/event of interest to the infant. Compelling evidence for this interpretation is found in situations where the caregiver misinterprets the infant’s intention. Below is a description of an interaction with my youngest daughter, Pearl, at around 14 months of age.
Pearl is sitting with me and her eldest sibling (Scarlett) on the floor of our living room. I have selected a range of everyday objects for us to explore. Both Scarlett and I sit quietly and watch Pearl pick up and explore objects one by one. Pearl picks up a tub of nappy cream and turns it over in her hands. She then lifts the object up in front of her, vocalises using a ‘wow’ type intonation pattern and turns to me as she holds out the tub of cream in my direction. It looks like she wants to give me the cream and so I put out both my hands to receive the tub and say ‘Is that for me?’ Pearl pulls the tub away immediately, orients herself slightly away from me and slumps her shoulders as she turns away and produces a vocalisation with falling intonation. There is a sense of social awkwardness in the room as it is clear I have misinterpreted Pearl’s communicative intention.

The episode above is a clear example of what Jones and Zimmerman refer to as ‘intent made interactionally visible’ (Jones & Zimmerman, 2003, p. 158). At some level Pearl simply wanted me to look at something she was interested in, that is to share attention and interest in an aspect of our shared environment; object transfer was never part of the plan. Experimental work by Boundy, Cameron-Faulkner, and Theakston (2019) further supports the view of these early intentional proximal actions as being declarative in nature.
The question then is how and why these declarative behaviours emerge in the first place? This is a particularly intriguing question since most human infants spend large amounts of time in the company of attentive caregivers who are generally speaking well aware of what their infants find interesting at any particular given moment. Nevertheless, typically developing infants the world over display a drive and motivation to engage those around them in joint attentional frames which, as the example above demonstrates, go beyond a simple desire for attention. Why is it that infants from as young as 10 months feel driven and motivated to produce effortful communicative acts solely in order to share attention? The development of proto-imperatives appears easier to explain in terms of motivation at least (see Bruner, 1983 for an excellent analysis displaying the complexities and subtleties associated with the development of requests). As infants’ perceptual and cognitive skills develop so too does their desire for an ever wider array of objects. The world is there for the taking. Conversely, a strongly declarative act does not involve transfer of object from caregiver to child but instead the achievement of what Trevarthen (1993) refers to as secondary intersubjectivity, a mental connection between two or more individuals and some aspect of their environment.
There are a number of theories in the literature regarding the development of proto-declarative actions/behaviours with most of these taking the onset and development of pointing as the focus. The social cognitive account views the onset of index finger pointing and declarative behaviours as stemming from a qualitative shift in the cognitive ability of the infant. For example, in Tomasello’s (2008) cooperation model of communication he suggests that around the age of 10 months the infant begins to perceive others as intentional agents with internal lives, and that the actions produced by infants of this age are based on understandings of intentions as opposed to outwardly manifest relations. Support for this approach comes from a range of experiments and also the development of related behaviours that come on line around the same time, leading to this stage of development being referred to as the nine-month revolution (Tomasello, 2008). The centrality of the social dimension of development within this account has been highlighted and developed by researchers such as Salomo and Liskowski (2013) who demonstrate the role of the caregiver in socialising the infant within these triadic interactions. The social-cognitive approach takes a rich interpretation stance in which it is claimed that the infant understands that others have mental states and intentions and that their motivation in producing prelinguistic gestures is to influence these mental states in others. The rich interpretation approach contrasts with lean accounts where early prelinguistic actions are viewed as bids to gain the attention of the caregiver/adult as opposed to attempts to influence internal mental states (e.g. Moore & Corkum, 1994).
The process and description of development outlined so far focuses on the mental states of the individual, which Carpendale (2016) refers to as one of two prevailing worldviews of developmental science. The focus is on the internal changes taking place within the cognitive machinery underlying communicative development, specifically the pre-existing mind. Process-relational accounts, a second worldview (Carpendale, 2016), chime with dynamic approaches to development and shift the focus to the centrality of the interactional frame as the foundation for the development of social cognition. Constructs such as intentionality and intersubjectivity, as well as Theory of Mind, are claimed to emerge through interaction. That is, communication can be seen as emerging from the coordination of actions between two individuals (Carpendale, 2016; Reddy, 2010; Werner & Kaplan, 1963).
Carpendale and Lewis (2004) suggest that the communicative import of prelinguistic gestures such as pointing and reaching emerges through interaction with an experienced other. The caregiver sees meaning in infant action – for example the extension of the index finger in object exploration, or points for self – and responds accordingly. A similar view is also presented in the socio-cognitive account when considering whether pointing emerges through imitation or social ritualisation:
Given that many apes come to request things from humans by “pointing” (almost certainly not by imitation), and given that some kind of pointing is very likely universal among human societies, the most plausible hypothesis at the moment is that infants do not acquire their pointing gesture by imitating others; rather is comes naturally to them in some way – perhaps as a nonsocial orienting action that becomes socialized in interaction with others.(Tomasello, 2008, p. 112)

Over time the infant comes to understand that their actions have meaning for others and learns to use these actions communicatively. Infants develop an expectation of the responses that follow their actions and through this gain an understanding of intentionality, or in the words of Jones and Zimmerman “intentionality emerges as a property of interaction as a much as of mind” (Jones & Zimmerman, 2003: 157). This mode of theorising moves away from the gnarly construct of intentions to a more interactive view of development in which sequences of actions from both the infant and caregiver combine to result in co-constructed interactional sequences. Points are viewed more as a call to action as opposed to the codification of communicative intentions and the focus moves from proto-speech acts to proto-adjacency pairs (Jones & Zimmerman, 2003).
Within this approach researchers are less concerned with identifying individualistic intents in the minds of the infant and caregiver but instead focus on the emergence of meaning through interaction and thereby, appear to dodge the rich/lean debate of infant actions entirely. The infant’s use of early declarative-like actions is neither a means for getting attention (the lean account) or, in the early stages, a way of influencing the minds of others (the rich account). Instead the actions are produced initially by the infant, for the infant and only gradually become social. The role of the caregiver is to interpret the target and purpose of this action and in doing so the infant is socialised into not only the norms of communication but also the cultural values within which they live. Through these interactions, infants learn how to communicate and what to communicate about.
Prelinguistic gesture development across cultures
One way in which to ascertain the extent to which social interaction drives prelinguistic gesture use is to study infants across cultures. Studies seems to indicate that prelinguistic gestures are universal with infants producing intentional communicative gestures from around 10–14 months of age (e.g. Lieven & Stoll, 2013; Liskowski, Brown, Callaghan, Takada, & de Vos, 2012). As with many aspects of development, different cultures vary in the extent to which infants are viewed as co-participants in communicative episodes (e.g. Lieven, 1994; Pye, 1986; Schieffelin & Ochs, 1986) and the extent to which infants are socialised according to independence or interdependence relations with their families (e.g. Keller, 2007). Infants brought up in independent cultures tend to be given more time alone from an early age in order to promote independence and autonomy while infants raised in interdependent cultures experience greater levels of physical closeness in order to promote a higher degree of interpersonal relatedness. These socialisation goals have direct effects on the modes of communication with caregivers; caregivers in independent cultures use more speech during interaction in contrast to caregivers from interdependent cultures who use more gestures and touch as a consequence of being physically close to their infants for longer periods of time (Keller, 2007). If gestures such as index finger pointing gain their meaning through interaction then we may expect to see differences in the use of the gestures in different cultural groups. A note of caution here though is that the relationship between the frequency of interaction and development of gesture is not linear (e.g. Geert, 2008; Lock & Zukow-Goldring, 2010) and so our analysis needs to move beyond simple frequency counts and correlations in order to fully test the hypothesis. Salomo and Lizkowski (2013) investigated the relationship between prelinguistic gesture emergence and use in infants from three distinct cultural groups (Shanghai Chinese, Yucatec-Mayan, and Dutch). They discovered socio-cultural differences in the age of emergence and frequency of prelinguistic gestures and, furthermore, a positive relationship between the amount of time infants spent in joint action (i.e., the amount of time the infant spent engaged in joint attention activities) and the frequency of gestures produced by their caregivers. Similarly Tamis-LeMonda et al. (2012) report cultural differences in terms of maternal gesturing and frequency of regulatory (i.e. language as a means of ‘getting things done’) versus referential language when interacting with their infants. Therefore the current literature points to cultural differences both in terms of infant gesture and also in terms of caregiver response, which provides support for the centrality of interaction in development of prelinguistic gestures and communication.
Summing up
Human development in general, and communicative development in particular, represents one of the most intricate examples of interacting complex systems. Hopefully, this chapter has gone some way towards highlighting both what we know so far and what we need to know about how the process unfolds. To fully understand development we need to move beyond single variable analyses of gesture, or vocalisation, or eye gaze, or caregiver speech, or any of the myriad of actions and behaviours that play a role in communicative development (de Barbaro, Johnson, Foster, & O Deák, 2013; Fogel & DeKoeyer-Laros, 2007). New technologies and methodologies open up avenues for authentic microdynamic analyses of interaction and development. At the time of writing we are still some way off anything approaching a reliable, systematic, automated approach to coding and analysis of natural interaction between caregiver and infant. Methodological decisions therefore need to be made and we as researchers are responsible for ensuring that high quality studies of all stripes are represented in the literature. By doing so we can formulate dynamically rich theories which account for the intricate multimodal dimensions of communicative development in infants.
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AbstractMuch of Lieven’s pioneering work has helped move the study of individual differences to the centre of child language research. The goal of the present chapter is to illustrate how the study of individual differences provides crucial insights into the language acquisition process. In part one, we summarise some of the evidence showing how pervasive individual differences are across the whole of the language system; from gestures to morphosyntax. In part two, we describe three causal factors implicated in explaining individual differences, which, we argue, must be built into any theory of language acquisition (intrinsic differences in the neurocognitive learning mechanisms, the child’s communicative environment, and developmental cascades in which each new linguistic skill that the child has to acquire depends critically on the prior acquisition of foundational abilities). In part three, we present an example study on the role of the speed of linguistic processing on vocabulary development, which illustrates our approach to individual differences. The results show evidence of a changing relationship between lexical processing speed and vocabulary over developmental time, perhaps as a result of the changing nature of the structure of the lexicon. The study thus highlights the benefits of an individual differences approach in building, testing, and constraining theories of language acquisition.

Preface
In academia, we often talk in terms of academic families. Elena Lieven’s academic family is huge, spanning generations; the oldest of the current authors first met her in 1992, the youngest in 2017, and all have benefitted from her mentorship. Elena taught her family many things, but three in particular stand out. First, she taught us that the scientific method matters; testing theories against what children actually say and understand is important. It is not legitimate to simply assume children have innate grammatical representations if there is no data to support this conclusion. Nor can we simply assume all children learn language in broadly similar ways – across individuals and cultures – if there is evidence for different developmental pathways. Second, pay attention to how language is used: children do not learn language in a vacuum but in a complex multi-modal environment, which contains a lot more information to language structure than you might think. And third, collaborate; because teams produce much stronger, much more exciting work than any one scientist ever could. Elena has never been a lone wolf researcher: one of her greatest strengths comes from her ability to learn from others, to discuss and hone her ideas in the company of others, to share her ideas generously, and to acknowledge and credit the influence of her collaborators on these ideas. We have all benefitted from this generosity of spirit and will always be grateful to her for it.
Introduction
For many decades, language acquisition research was dominated by traditional formal linguistic approaches (e.g. Borer & Wexler, 1987; Hyams, 1986; Radford, 1990), which characterised individual differences in the trajectory of language acquisition as peripheral and even perhaps unimportant to explanations of language acquisition. The argument was that individual differences in the rate at which children learn words, or in the way language is processed, do not fundamentally affect the acquisition of the core representational properties of the linguistic system, which were considered to be the proper focus of research. According to many formal theories, since the range of variation in core representational properties is restricted by innate knowledge structures (so-called Universal Grammar), individual differences can exert very little effect on development, manifesting only in those neurocognitive disorders that result from genetically-caused abnormalities in brain development (e.g. in the left hemisphere and basal ganglia; van der Lely & Pinker, 2014).
Nowadays, thanks to the work of Elena Lieven and her contemporaries, colleagues and students, we have a better awareness of how linguistic systems (e.g. vocabulary and grammar) interact, a better understanding of how language processing can affect acquisition itself, and thus a better understanding of how and why individual differences manifest across linguistic domains. This has led to an increased interest in the role of individual differences and, crucially, their role in building, testing, and constraining our theories of language acquisition (see Kidd, Donnelly, & Christiansen, 2018, for a review).
This step-change in our attitude to individual differences can be traced back to over three decades of work in the emergentist tradition by usage-based (see e.g. Nelson, 1973; for a summary see Lieven, 2016) and constraint-based (e.g. Bates & MacWhinney, 1989) theorists. The central claim of these approaches is that children must induce knowledge about key properties of the language via analyses of, and generalization from, the input, with little language-specific prior knowledge – a process that places a large emphasis on the role of the input in acquisition and the learning mechanisms that process that input. Thus, they predict that individual differences in acquisition derive from two distinct sources: (i) variation in the intrinsic capacity of the neurocognitive learning mechanisms supporting language and (ii) variation in the richness of the communicative environment. The theories also assume a tight integration of form and meaning (i.e. syntax and semantics), which predicts meaningful interactions between levels of language that are also, themselves, subject to individual differences. The work testing these predictions has given us a large body of evidence on the role of variation in language development, particularly variation in the input, which has arguably influenced all modern theorising, from radical exemplar-based theories (Ambridge, 2018) to formal generativist models (e.g. Yang, Crain, Berwick, Chomsky, & Bolhuis, 2017). In other words, the legacy of the emergentist tradition has been to require all researchers to acknowledge individual differences, and to consider how they manifest in acquisition, what causes them, and what they mean for the acquisition process.
The goal of the present chapter is to illustrate how the study of individual differences provides crucial insights into the language acquisition process. In part one, we summarise some of the large body of evidence showing how pervasive individual differences are across the language system. In part two, we describe three causal factors implicated in explaining individual differences, factors which we argue must be built into any theory of language acquisition. In both parts we focus on research on monolingual (mainly English) acquisition, since this is where substantial work has been done, though note that there is a developing body of work on individual differences in multilingual populations (Hoff et al., 2012; Hoff, Quinn, & Giguere, 2018) and across languages (Frank, Braginsky, Marchman, & Yurovsky, 2019). In part three, we present an example study that illustrates our approach to individual differences, and highlights the benefits of such an approach in building, testing, and constraining theories of language acquisition.
1.Individual differences in language acquisition
It is uncontroversial that there is significant variation in the trajectory of vocabulary acquisition not only in the number of words produced and comprehended by children at different ages, but also in the trajectory of growth, with some children growing their vocabulary much faster than others (see e.g. Fenson et al., 2007; Frank, Braginsky, Yurovsky, & Marchman, 2017). There is also increasing consensus that important individual differences exist across the entire linguistic system. These differences emerge early, manifesting first in children’s earliest non-verbal communicative abilities. For example, McGillion et al. (2016) demonstrated large differences in the age of onset of both babble and pointing in a sample of 59 British English learning infants. Although all the infants had begun to babble by 15 months and to point using their index finger by 18 months, the age of onset of babble, defined as the stable production of two supra-glottal consonants (excluding glottal stops and glides), ranged from 9 to 15 months, and the range of onset of index finger pointing, defined according to criteria established in Matthews, Behne, Lieven, & Tomasello (2012), ranged from 9 to 18 months. This suggests continuity between early non-verbal and later language learning abilities, as well as suggesting that individual differences start to emerge early in life.
There are also substantial individual differences in the rate at which children acquire morphosyntax. Once again, individual differences manifest from the earliest stages; for example, some children are already using multi-word phrases and function words by 24 months, while others are still only producing single word utterances at that age (Bates, Bretheron, & Snyder, 1988). Individual variation is not restricted to the early stages though; data from Bishop’s (2003) norming sample for the Test for the Reception of Grammar demonstrates large individual differences throughout childhood in the rate at which children acquire more complex grammatical constructions such as centre embedded clauses, relative clauses, passives and anaphor.
In addition, there are even individual differences in the strategies that children use to learn to produce multi-word utterances. Building on Bloom et al’s. (1975) monograph demonstrating the existence of stylistic variation in children’s early word-combinations, Pine and Lieven (1993) have suggested that there may be at least two separate routes into multiword speech. Some English-learning children seem to produce their earliest multiword utterances by combining two or more words from their single-word vocabularies together. The acquisition sequence here seems to be best characterised as a process of building up multi-word patterns from their constituent parts. However, other children seem to be breaking down, and reanalysing, multiword utterances originally learned as holistic phrases, a process that involves the child gaining productive control over ‘slots’ in the previously unanalysed phrases (e.g. iwantdodat becomes I want X [do that/more/cookies/juice]). The acquisition sequence here could, thus, be more accurately characterised as a process of developing patterns by varying words within initially unanalysed units. Note though that, although Bloom et al. characterised these two styles in terms of differences between children, Pine and Lieven have argued that all children use both routes, albeit to varying degrees.
Crucially, these individual differences are large and stable across development (Bates, Dale, & Thal, 1995; Bornstein & Putnick, 2012). Children who start late, and whose language development proceeds slowly in the first two years of life, are significantly more likely to reach language milestones late, and this has both theoretical and societal implications. In terms of theory development, establishing the causes of individual differences in language growth is central to our understanding of how language is acquired, and what factors (both intrinsic and extrinsic to the child) are implicated in this process. In societal terms, it is important because language skills at school entry affect a wide range of later developments; in one study of over 11,000 British children, those with poor vocabulary skills at age five were four times more likely to have reading difficulties in adulthood, three times as likely to have mental health problems and twice as likely to be unemployed when they reached adulthood (Law, Schoon, & Parsons, 2009). Determining the causes of slow language growth is crucial if we are to intervene effectively to improve the language skills of these children.
2.What causes individual differences in language acquisition?
Any complete theory of language acquisition must be able to explain what individual differences exist, and why such individual differences emerge in the developmental process. In this section we summarise work showing that (at least) three causal factors will ultimately need to be incorporated into our theories of language acquisition: intrinsic differences in neurocognitive learning mechanisms, the communicative environment including the linguistic input, and the role of developmental cascades.
2.1Intrinsic differences in the neurocognitive learning mechanisms
Both our genetic inheritance and our early experiences (in the womb and in early infancy) influence early brain development, and thus fundamentally shape the brain’s capacity for learning. Thus, different infants are likely to approach the language acquisition task with different intrinsic capacities for learning. Evidence for this is very clear from clinical populations, in which healthy brain development is disrupted, either because of genetic mutations or environmental triggers in pregnancy or early infancy. For example, we now have converging evidence for the role of the gene CNTNAP2 in the development of the circuits in the brain implicated in language acquisition (Abrahams et al., 2007). Variants of CNTNAP2 have been associated with “age at first word” in children with autism (Alarcón et al., 2008), reduced performance on standardised language tests in children with developmental language disorder (DLD, previously called specific language impairment, Vernes et al., 2008), and with susceptibility to autism and DLD within the general population (Whitehouse, Bishop, Ang, Pennell, & Fisher, 2011). Similarly, we also have good evidence for the role of some well-known environmental influences on early brain development. Maternal drug use, alcohol consumption, nutrition, and stress levels (as measured by cortisol) in pregnancy are all known to affect foetal brain development, causing adverse neurodevelopmental outcomes in later childhood (Bloomfield, 2011), and nutritional supplements can mitigate the risk of some of these developmental problems. For example, Roth et al. (2011) reported that maternal use of folic acid supplements in pregnancy, from 4 weeks before to 8 weeks after conception, was associated with a reduced risk of severe language delay at age 3 years in a sample of 44,420 children.
However, there are two caveats we must apply to the statements above. First, we do not yet know enough about the language circuits in the brain to understand how early genetic and environmental factors affect acquisition. It could be that they disrupt the child’s ability to access innate linguistic knowledge in some way (e.g. Rice, Wexler, & Cleave, 1995; van der Lely & Pinker, 2014). Alternatively, it could be that they disrupt the efficient functioning of more general cognitive learning mechanisms in ways that make language acquisition particularly difficult (e.g. causing deficits in verbal working memory or statistical learning abilities; Evans, Saffran, & Robe-Torres, 2009; Falcaro et al., 2008). These are all empirical issues that have yet to be answered by studies on brain development.
Second, we have only discussed studies of populations in which the disruption to brain functioning is so fundamental that it manifests as a developmental disorder. We do not yet know how these factors influence development within the clinically normal range. Behavioural genetics studies suggest that there is a genetically inherited component to language ability in typically developing populations (Kovas et al., 2005) but these studies are limited to simply telling us whether there is a genetic component. They cannot provide, or test, explanatory models of how genes influence development, nor can they tell us much about the size of the genetic influence on behaviour, because it is difficult to generalise from the homogeneous Western, Educated, Industrialised, Rich and Democratic (WEIRD) samples in behavioural genetics studies to the general population (the more homogeneous the sample’s environment, the more the heritability estimate will overestimate the amount of variance attributable to genetics; Johnson, Turkheimer, Gottesman, & Bouchard, 2010). It might be that the brain is incredibly resilient to small changes in the genetic code, such that these play very little role in later individual variation in language acquisition within the normal range. We thus need more work on the way in which genes, gene expression and the early environment work together to influence brain development at the cellular and cortical level in typically developing populations to determine how resilient the language acquisition process is to small changes in the development of the architecture of the brain.
2.2The communicative environment (especially linguistic input)
Some readers may argue that the evidence presented in Section 2.1 above is interesting but orthogonal to the key nature-nurture debate in language acquisition, which centres, much more narrowly, on the role of the child’s communicative environment in acquisition. But even if we describe environment more narrowly in terms of the communicative environment, there is a wealth of evidence for its effect on the trajectory of the language acquisition process.
Perhaps the most well researched environmental influence is the richness of the linguistic input that children receive in infancy and early childhood. Numerous studies have established a direct strong or medium correlation between measures of the quantity of linguistic input and the size of children’s vocabularies throughout development (Bornstein, Haynes, & Painter, 1998; Cartmill et al., 2013; Hart & Risley, 1995; Hoff & Naigles, 2002; Hurtado, Marchman, & Fernald, 2008; Huttenlocher, Haight, Bryk, Seltzer, & Lyons, 1991; Huttenlocher, Waterfall, Vasilyeva, Vevea, & Hedges, 2010; Rowe, 2012; note that some of these studies also link variation in input quality and quantity with variation in socio-economic status but the basic underlying idea remains the same – that quality/quantity of input determines the size of a child’s vocabulary and, by implication, the speed of vocabulary growth). For example, Hart and Risley’s (1992, 1995) data from American English learning children shows that some children (particularly those of high socio-economic status) were exposed to up to 153,000 more words per week than others, which had a significant effect on these children’s vocabulary growth. Pearson, Fernandez, Lewedeg, and Oller (1997) even showed that the relative vocabulary size of bilingual English-Spanish speaking one- to two-year-olds was predicted by the relative amount of input they received in each language, which suggests a direct association between the likelihood of hearing words in a language and the ability to learn them.
The quality of the linguistic input is also important. Lexical diversity, operationalized as the number of different word types produced by caregivers during a set timeframe, has a large to moderate, consistent, effect across a number of studies (Bornstein et al., 1998; Demir-Vegter, Aarts, & Kurvers, 2014; Hoff & Naigles, 2002; Hsu, Hadley, & Rispoli, 2017; Pan, Rowe, Singer, & Snow, 2005). For example, Hoff and Naigles (2002) reported that the number of different word types produced by the mothers of 63 English-learning 2-year-olds was a strong predictor of the number of different words their children produced ten weeks later, and Weizman and Snow (2001) reported that older children benefit in particular from input that models a high proportion of rare words (see also Beals, 1997; Rowe, 2012). The complexity of input utterances, as measured by indices such as Mean Length of Utterance (MLU; Bornstein et al., 1998; Hoff & Naigles, 2002) and constituent and clausal complexity measures (Huttenlocher et al., 2010), also predict language growth. For example, Bornstein et al. (1998) used structural equation modelling to show that both maternal lexical diversity and maternal MLU were significant predictors of child vocabulary at 18 months. Similarly, the use of communicative devices that increase the chances that the child will interpret words correctly have been found to affect vocabulary growth. These include contingency (McGillion et al., 2013), referential (un)certainty (Cartmill et al., 2013), the number of utterances spoken during periods of joint attention (Hoff & Naigles, 2002), and how effectively parents model language during routines and rituals (Hirsh-Pasek et al., 2015). Thus, there is good evidence for a role for both the quantity of the input and its quality in determining the rate at which children develop vocabulary.
This effect of the communicative environment is not restricted to vocabulary acquisition. For example, in speech perception, there is evidence that mothers’ vowel space size during speech directed at 6 to 12 month old infants correlated with their infants’ performance in a speech perception task (Liu, Kuhl, & Tsao, 2003), and that differences in how distinctly caregivers distinguished between /s/ and /ʃ/ (as in sip /sɪp/ versus ship /ʃɪp/) predicted their infants’ ability to discriminate the same sound pair beyond overall speech rate or pitch (Cristià, 2011). There is also evidence for effects of the input on morphosyntax acquisition (for a summary see Ambridge, Kidd, Rowland, & Theakston, 2015). This is a more controversial claim, given the traditional claim of formal generativist theory that the role of the input in the acquisition of the core representational properties of the linguistic system is minimal. However, these effects do exist and, as we are discovering, can be substantial. For example, Street and Dąbrowska (2014) have reported that adults with lower academic attainment were significantly slower, and made more errors, when asked to identify the agent and patient roles in passive sentences than those with higher academic attainment (see also Dąbrowska & Street, 2006; Street & Dąbrowska, 2010). Although such explicit tasks call on other metalinguistic skills than just syntactic knowledge, which could be differentially available to adults with high and low levels of attainment, this was a relatively simple task, especially since participants were given a brief nontechnical explanation of the terms “do-er” and “acted-on” before the study started. Thus, the authors argued, since passives are more frequently encountered in written texts, the passive constructions of participants with more educational experience are better entrenched, and hence accessed more reliably, which results in faster and more accurate performance.
Once again, however, we must end the section on a caveat. As the late Judith Rich Harris reminded us (Harris, 1998), correlation is not cause in developmental psychology; in correlational studies such as many of those cited in this section above, it is always crucial to control for genetic correlations between parents and children (talkative parents have talkative children), and for the effects of the child on the adult (linguistically advanced children may elicit more, and more sophisticated, language from their caregivers). Modern work controlling for these factors demonstrates that there is still a role for such input factors after controlling for these confounds; for example, Romeo et al. (2018) have demonstrated that children who had experienced more conversational turns with adults exhibited greater left inferior frontal (Broca’s area) activation, and that this significantly explained the relation between children’s language exposure and verbal skill, even after controlling for both child and adult talkativeness. Regardless, we still need more work to map out how the child’s developing neurocognitive mechanisms use the information in the environment to build linguistic knowledge; to understand how development is shaped by what Karmiloff-Smith calls the “the multiple two-way … chains” of interaction between “the genetic, the brain in its spatial and temporal dynamics, the cognitive, the environmental and the behavioural” (Karmiloff-Smith, 1998, p. 397).
2.3The role of developmental cascades
The phrase ‘developmental cascades’ refers to the“cumulative consequences for development of the many interactions and transactions occurring in developing systems that result in spreading effects across levels, among domains at the same level, and across different systems or generations” (Masten & Cicchetti, 2010, p. 491). Developmental cascades occur in language development because each new linguistic skill that the child has to acquire depends critically on the prior acquisition of foundational linguistic skills, on the child’s existing language knowledge at the point of new learning, and on prior developments in related cognitive domains. In other words, knowledge states at time t determine how and what can subsequently be learned at time t + 1. Cascades affect every aspect of language acquisition and are likely to be responsible for the fact that small differences in foundational skills in infancy (e.g. in speech processing efficiency) can lead to considerable differences in learning rate, and thus substantial differences in vocabulary size by middle childhood.
Processing ability in early infancy seems to be an important predictor of later vocabulary development, both in infancy and in later childhood. For example, Brito, Fifer, Myers, Elliott, and Noble (2016) have reported that resting-state brain activity (low gamma EEG power in the parietal cortex) in newborns correlated with language comprehension at 15 months (though not with expressive communication ability). Chonchaiya et al. (2013), measuring auditory brainstem responses to masked clicks, suggested that infants who show greater improvement in processing efficiency between 6 weeks and 9 months, have bigger vocabularies at 9 months of age (though note that processing efficiency at 6 months of age was not predictive of 9 month vocabulary, suggesting that the relationship develops during the first year of life). When we focus on skills more directly related to language, we find that both the ability to make phonetic distinctions and the ability to segment words from running speech are subject to significant inter-individual variation, and that children who master these skills early have better vocabulary than children who master them at an older age (Cristià, Seidl, Junge, Soderstrom, & Hagoort, 2014; Junge, Cutler, & Hagoort, 2012; Kidd, Junge, Spokes, Morrison, & Cutler, 2018; Tsao, Liu, & Kuhl, 2004). Infants’ cortical auditory ERP responses, for rapidly presented auditory stimuli, pitch discriminations, and native vs. non-native speech contrasts are also related to later language skills (Choudhury, Leppanen, Leevers, & Benasich, 2007; Kuhl et al., 2008; Rivera-Gaxiola, Silva-Pereyra, & Kuhl, 2005).
There is also evidence for a role for early non-verbal communication skills in later language development. A number of studies have demonstrated that differences in early gesture use are robustly associated with later vocabulary growth, with early and frequent gesture users going onto develop larger vocabularies (see e.g. the meta-analysis by Colonnesi, Stams, Koster, & Noom, 2010). For example, as well as demonstrating individual differences in the age of pointing onset, McGillion et al. (2016) reported that age of onset of index finger pointing predicted receptive vocabulary size at 18 months (though note that it did not predict expressive vocabulary size).
More controversially perhaps, especially for theorists who characterise vocabulary and morphosyntactic development as driven by separate linguistic systems, morphosyntactic development seems to be reliant on vocabulary acquisition throughout early development (see Bates & Goodman, 1997). In fact, vocabulary and morphosyntactic development seem to be more tightly coupled than vocabulary production and vocabulary comprehension are. This is a controversial finding because, if vocabulary and morphosyntactic growth were governed by separate learning mechanisms, we would expect to see a tight coupling early on (as children need to know some words to get started on morphosyntactic development), but then we would expect the lines to diverge. Instead, the child’s growth in vocabulary predicts their growth in grammar throughout development. This relationship also holds in every language for which we currently have data (Frank et al., 2019).
Finally, there is evidence implicating a range of other cognitive abilities in language acquisition. Two clearly important precursor skills are phonological short-term memory and speed of online linguistic processing (for a discussion of verbal working memory, see Kidd, 2013). Variation in phonological short-term memory is measured by the non-word repetition (NWR) test in which children are asked to repeat back sequences of non-words. Although NWR is not a pure test of phonological short-term memory (performance on the task is strongly influenced by the size of the lexicon; see Jones, Gobet, & Pine, 2007), it is likely that some aspect of the variance can be attributed to phonological memory capacity (see e.g. Gathercole, 2006). NWR performance not only correlates with children’s vocabulary and syntactic development (Caplan & Waters, 1999; Gathercole, Willis, Emslie, & Baddeley, 1992; Just & Carpenter, 1992), but can be used as a clinical marker for developmental language disorder (DLD) because it seems to discriminate well between typically developing children and children with DLD (Conti-Ramsden, Botting, & Faragher, 2001; Conti-Ramsden & Hesketh, 2003; Ellis Weismer et al., 2000, though see Stokes, Wong, Fletcher & Leonard, 2006). Similarly, the speed with which children can process linguistic information online in infancy (e.g. at 18 months) is a predictor of their later language development (Fernald, Perfors, & Marchman, 2006), with effects on language acquisition being reported up to six years later (Marchman & Fernald, 2008).
Other cognitive processes are more domain general. Two that have been implicated in language acquisition are executive functions (EFs) and statistical learning (SL). EFs is an umbrella term for the management (regulation, control) of cognitive processes, including working memory, reasoning, attention switching, and problem solving, as well as planning and execution. EFs tend to be associated with explicit and sometimes effortful cognitive processes, and consequently have been linked to performance in linguistic tasks involving planning, regulation and/or choosing between competing presentations or responses, such as recovery from garden-path sentences (Novick, Hussey, Teubner-Rhodes, Harbison, & Bunting, 2014; Vuong & Martin, 2014; Woodard, Pozzan, & Trueswell, 2016), and competition in lexical processing (Festman, Rodriguez-Fornells, & Münte, 2010; Khanna & Boland, 2010; Nozari, Trueswell, & Thompson-Schill, 2016). SL refers to the general and pervasive tendency to identify and learn co-occurring elements in the environment. Since Saffran, Newport and Aslin (1996), we have known that children are capable of using statistical information to process language, but more recent evidence has suggested that humans vary in their SL capacity (e.g., Kaufman, DeYoung, Gray, Jimenez, Brown, & Mackintosh, 2010), which in children has been linked to natural language acquisition and use across a wide developmental range (e.g., infants: Hoareau, Yeung, & Nazzi, 2019; in children: Kidd & Arciuli, 2016).
In sum, developmental cascades occur in language development because each new linguistic skill that the child has to acquire depends on the prior acquisition of foundational linguistic skills, on the child’s existing language knowledge at the point of new learning, and on developments in related cognitive domains. However, again, we finish the section with two unresolved issues. First, establishing the causal mechanisms that underpin the relationship between foundational skills and later vocabulary acquisition is easier for some skills than others. For example, the reason why early speech perception abilities affect later vocabulary seems clear; the easier it is for a child to process auditory input, the easier it is for them to learn language from such input. However, the reason why early gesture use predicts later language is less clear. Tomasello (2001) has suggested that the advent of index finger pointing heralds the emergence of new social-cognitive abilities, which allow infants to fully appreciate the function of words as an ‘intersubjectively understood linguistic symbol used to direct and share attention with other persons’ (Tomasello, 2001, p. 1120). However, it could simply be that once infants start to use referential gestures, this prompts caregivers to respond by translating their gesture into conventional language at a moment when the infant is jointly attending to both the word and whatever it is denoting (Kishimoto, Shizawa, Yasuda, Hinobayashi, & Minami, 2007). In support of the second view is evidence that infants’ first words tend to be names for objects that are labelled using a gesture several months earlier (Iverson & Goldin-Meadow, 2005). Similarly, the reason why non-word repetition performance predicts language learning is ambiguous, with some arguing that the relationship is underpinned by intrinsic phonological short-term memory capacity differences between children (Gathercole, 2006) but others arguing that non-word repetition is simply a measure of the amount and type of linguistic information already stored in the lexicon, which predicts the speed of new vocabulary growth (Jones et al., 2007, see also MacDonald & Christiansen, 2002; Wells et al., 2009). Explicit models that specify how, and why, foundational skills and prior knowledge are causally implicated in individual differences in language growth are essential.
A second unanswered question concerns the origin of the individual differences in the requisite foundational skills. As we argued in Section 2.1 above, both our genetic inheritance and our early experiences are likely to affect brain development, and thus influence how efficiently we process, and learn from, linguistic information in infancy and childhood. However, it is notable that some of the correlations between foundational skills and vocabulary development change over developmental time. This suggests that children’s capacity for learning is not static, or set at birth, but is continually developing, partly as a result of brain maturation (Skeide & Friederici, 2016), but also partly because of the linguistic knowledge they have already accrued in interactions with the communicative environment. For example, Jones and Rowland (2017) have suggested that children who have been exposed to richer linguistic input are able to store, in their lexicon, more lexical and sublexical chunks (sequences of chunked phonemes). This enriched early lexicon enables them both to process familiar words and to learn new words more quickly from the input (because they can use pre-existing chunked knowledge to build lexical representations, rather than building them from scratch, phoneme by phoneme). This results in faster vocabulary growth and a larger vocabulary in later years (Weisleder & Fernald, 2013).
To summarise so far, in this chapter we have argued that individual differences are pervasive across the whole language system, and are thus an essential phenomenon that theories of language acquisition ultimately have to explain. We have described three causal factors implicated in explaining individual differences, which will have to be incorporated into our theories of language acquisition: intrinsic capacity differences in the neurocognitive mechanisms responsible for learning, differences in the child’s communicative environment, and differences in the foundational skills upon which language acquisition relies. In the final section we outline a case study which illustrates our approach to individual differences, and highlights the benefits of such an approach in building, testing, and constraining theories of language acquisition.
In this case study, we pit different causal models of individual differences against each other. One possible model (the capacity-limit model) is rooted in capacity-based approaches to cognitive development (e.g. Caplan & Waters, 1999; Just & Carpenter, 1992; Montgomery, Magimairaj, & O’Malley, 2008) and proposes that individual differences in vocabulary acquisition result from intrinsic differences in children’s central processing capacity, which causes them to process incoming information more or less efficiently. These differences could emerge, for example, from genetically or environmentally-constrained baseline differences in brain development, which fundamentally shape the brain’s capacity for later acquisition. Another (the emergent model) is rooted in experience-based learning theories (e.g. Bates & MacWhinney, 1989; Macdonald, 2013; MacDonald & Christiansen, 2002; Seidenberg & MacDonald, 1999) and proposes that individual differences in lexical processing efficiency are an emergent property of children’s vocabulary knowledge, in other words, that developments in lexical processing efficiency are driven by changes in long-term knowledge of vocabulary. These differences could be driven by the child’s communicative environment, in that richer linguistic environments afford more opportunities for building a lexicon. A third model proposes that lexical processing efficiency reflects a bi-directional causal relationship between the two, with vocabulary improving lexical processing efficiency and lexical processing efficiency improving vocabulary. On this model, the child’s capacity for learning can be seen as a continually changing developmental cascade.
3.Case study: Individual differences in children’s early lexical processing efficiency
Here we concentrate on a robust but to-date poorly understood empirical effect: the fact that lexical processing efficiency, as measured by the looking-while-listening (LWL) task (Fernald et al., 2006), is significantly associated with children’s vocabulary development.
3.1The LWL task and its relationship to lexical development
The logic behind the LWL task is simple: the child sits facing an eye-tracker or, in a more traditional preferential looking set-up, two screens (Hirsh-Pasek, Cauley, Golinkoff, & Gordon, 1987; Hirsh-Pasek & Golinkoff, 1996). On each trial, two images appear onscreen (e.g. a car and a fish), and then the child hears audio directing their attention to one of the images (e.g. Where is the car?). Two dependent measures are typically computed: (1) the average proportion of looks to the target across experimental trials, and (2) the average reaction time (RT), which denotes the average speed with which the infant looks to the target on trials when they are initially looking at the distractor. These measures have been reported to be associated with individual variability in vocabulary development (Fernald & Marchman, 2012; Fernald, Marchman, & Weisleder, 2013; Fernald et al., 2006; Lany, Giglio, & Oswald, 2018), to predict infants’ ability to acquire the meaning of new words (Lany, 2018), and to predict later language and cognitive outcomes (Marchman & Fernald, 2008).
The demonstration that performance on the LWL task is associated with language development is well replicated and therefore robust. However, the theoretical nature of the effect is unclear. In their discussion of the effect, Fernald et al. (2006) outlined three possible explanations. Firstly, the effect could reflect a capacity-based process, such that efficient lexical processing frees cognitive resources that allow children to process and therefore acquire more words than children with comparatively lower capacities. Such explanations are not uncommon in the psycholinguistic literature investigating the role of working memory in sentence processing in children and adults (Caplan & Waters, 1999; Just & Carpenter, 1992; Montgomery, Magimairaj, & O’Malley, 2008; see Kidd, 2013, for a review), with the assumption being that age-related changes in capacity drive development. We call this the capacity-limit model, which is represented in Figure 1a.
Figure 1
a.Capacity-limit model of lexical processing efficiency
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b.Emergent model of lexical processing efficiency
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In Figure 1a, a centralised lexical processing capacity predicts (e.g.) RTs for individual words. These RTs may differ due to extraneous item-level features of the words that are well known in studies of adult lexical access, such as word length, frequency, age of acquisition, and neighbourhood density (Duyck, Desmet, Verbeke, & Brysbaert, 2004). However, importantly, the model predicts that a central processing speed that is independent of individual lexical items is measurable (and indeed statistically isolable), contributes to lexical processing efficiency, and is predictive of language development.
Secondly, and conversely to the concept of a central processing capacity, children’s lexical processing efficiency may be an emergent property of their vocabulary knowledge, such that their RTs are simply a reflection of the item-level properties in the lexicon. This alternative model is depicted in Figure 1b, where lexical processing efficiency is defined as the sum of individual RTs on individual words. On this model, development in lexical processing efficiency is driven by changes in long-term knowledge of vocabulary; that is, by developmental changes in the structure of the lexicon. Thus more efficient on-line processing reflects more efficient storage and retrieval strategies over development time. The approach is reminiscent of experience-based approaches to language processing, which are mostly based on connectionist approaches to cognition (Bates & MacWhinney, 1989; MacDonald, 2013; MacDonald & Christiansen, 2002; Seidenberg & MacDonald, 1999).
One final possibility, of course, is that lexical processing efficiency reflects a bi-directional causal relationship between the two, with vocabulary improving lexical processing efficiency and lexical processing efficiency improving vocabulary. This third way is consistent with research conducted on the development of processing speed outside the linguistic domain (see Kail & Salthouse, 1994), in which a general assumption is that variance can be both domain-general and domain-specific.
These different theoretical models of lexical processing and its relationship to language development demonstrate the utility and importance of individual differences research in both developing and testing mechanistic models of acquisition. Where correlations such as these are observed, they need to be explained. However, the current evidential base does not yet unambiguously support any of the models described above. There are at least two ways in which we can provide empirical support for one model over the others. Firstly, we can model LWL data using psychometric models that conceptually correspond to the capacity-limit and emergent models, respectively. Secondly, we can test the predictions of each model in a cross-lagged longitudinal study. We describe a study here that does both of these. The data here come from the Canberra Longitudinal Child Language Project (CLCL), a longitudinal study of around 130 children acquiring English as a first language in Canberra, Australia (for details see Kidd, Junge et al., 2018). The study aimed to measure variation in children’s on-line language processing skills across development in order to determine how on-line processing interacts with variation in children’s input to predict language proficiency. At 18-, 21-, and 24-months the children were tested on a version of the LWL task, and their language development was measured via the MacArthur-Bates Communicative Development Inventory – Words and Sentences (MB-CDI-Words and Sentences, Fenson et al., 2007, for full details see Donnelly & Kidd, 2020).
3.2Psychometric modelling
The capacity-limit and emergentist accounts of lexical processing efficiency correspond to two classes of models in structural equational modelling, called effects- and causal-indicator models (sometimes called reflective and formative measurement models). The central capacity account corresponds to an effects-indicator model. Effects-indicator models assume that covariation in observed variables is caused by variation in some latent variable (i.e. in our case, a central processing capacity). In the context of the LWL task, mean RTs or proportions of looks to the target for individual words would be modelled as shown in Figure 1a, which illustrates the assumptions of an effects-indicator model. The direction of the paths indicates that variation in the latent variable (e.g. a centralised lexical processing capacity) causes variation in the indicator variables (e.g. word-specific reaction times). Because of this, any covariation in the indicator variables is assumed to be due to their shared cause, the latent variable.1 Moreover, adding or removing indicator variables would not change the interpretation of the latent variable; they are exchangeable indicators of a pre-existing theoretical entity (and thus, lexical processing efficiency should, all things being equal, be roughly equivalent for different words). It is common in psychology to conceptualize constructs in this manner. One example is IQ, where it is traditionally assumed that variation in IQ test scores is caused by g (general intelligence; Spearman, 1904) as well as test-specific error. Therefore, increasing g would increase the scores on individual IQ tests, but increasing the error components of each individual test would not affect g. Moreover, adding an additional IQ test to a pre-existing battery would not change the interpretation of g.
Treating observed variables as effects indicators is common in psychology, but it is not the only possibility. We could also view the observed variables as causing the latent variable, as is the case, for instance, when a researcher operationalises a social construct like socio-economic status, which is typically derived from numerous indicators such as education level, income, and residence. This conceptualization would lead to a different latent variable model, notably, the emergent model in Figure 1b. This causal-indicator models assumes that RTs or porportion of looks for each word combine to create some general processing speed; that is, lexical processing efficiency is an emergent property of knowledge of individual words. In this case, the observed variables are called causal indicators, as opposed to effect indicators. Since they are causally prior to the latent variable, adding or removing causal indicator variables would change the definition of the latent variable (and, thus, different words would result in different processing speeds).
The distinction between causal- and effect-indicator models has been used profitably in other areas of developmental psychology. Notably, Willoughby and colleagues (Willoughby, Blair, & Family Life Project Investigators, 2016) found that a battery of executive functioning tasks administered at ages 3, 4, and 5 was better modelled with causal (i.e. as an emergent process) rather than effects indicators. Moreover, two-year test/re-test reliabilities of this battery differed drastically across the two models. The theoretical implications of such analyses are not to be underestimated. In the cognitive sciences we often take measurements as reflective of stable underlying concepts. For instance, when measuring early vocabulary we assume that the MB-CDI and naturalistic samples of speech reflect the same underlying knowledge base, or when measuring Theory of Mind we assume that the unexpected location and the appearance-reality tasks reflect false belief reasoning (Wellman, 2014). However, it is equally possible that the concepts are emergent properties of the measures themselves, and psychometric modelling of the data allows us to test for this possibility.
In Donnelly and Kidd (2020), we did just that for lexical processing efficiency in the CLCL cohort at 18 months. At this time point, the children were tested on eight target words, six times each. The data were collected using a Tobii 60XL eyetracker, sampling at 60Hz. For each trial the children saw two pictures (the target, and a distractor, which was taken from the seven remaining words used in the experiment) appear on screen. After 2000ms, an audio file, recorded by a female native speaker of Australian English, directed the child to the target image. The entire experiment lasted approximately 7 minutes. We fit structural equation models representing the capacity-limit and emergentist models, respectively. The comparative fit of the two models was then compared to determine which best explained the data.
Interestingly, both model types resulted in excellent model fit, and a statistical comparison of the two models did not provide strong support for one model over the other. This was the case regardless of whether we used RT or proportion of looks to the target as the dependent measure. Furthermore, preferring one model over the other would not have led to different inferences about lexical processing efficiency. For instance, modelling lexical processing efficiency as either a capacity-based or emergent skill resulted in very similar relationships between 18-month lexical processing and lexical processing and vocabulary at 21 months. Thus, given these initial analyses, we did not have enough evidence to distinguish between either model of lexical processing efficiency. A larger sample size may provide a more rigorous test between these two approaches, but the overall fit statistics suggest that either account is empirically plausible. Moreover, the similar relationships between lexical processing efficiency at 18 months and the 21 month outcomes across the two models suggest that researchers’ choice of conceptualization, while theoretically significant, should not lead to different conclusions about the relationship between lexical processing efficiency and later outcomes.
3.3Longitudinal analyses
Our next analyses investigated the relationship between lexical processing efficiency and vocabulary, as measured by the MB-CDI, at 18-, 21-, and 24-months of age. Both concepts were measured at each time point in a cross-lagged design, such that we could determine the relationship between lexical processing efficiency and vocabulary longitudinally while controlling for the effects of both variables at earlier points in development. While our initial intention was to estimate a random-intercepts cross-lagged panel model, this was not possible because of the strong non-linear relationship between vocabulary at consecutive time points. In order to test whether performance on the LWL predicts vocabulary over and above prior vocabulary, this non-linear relationship must be correctly modelled. We, therefore, conducted separate regressions on vocabulary at 21 and 24 months to identify a suitable relationship between vocabulary at consecutive time points. Vocabulary at 21 months was best modelled using linear and quadratic terms for 18 month vocabulary, and vocabulary at 24 months was best modelled using linear, quadratic and cubic terms for 21 month vocabulary. Once these relationships had been appropriately modelled, we added LWL variables to the models to see if they explained any additional variation. For 21 month vocabulary, LWL RTs did not significantly predict vocabulary; for LWL proportions the relationship was marginal. For 24 month vocabulary, neither LWL measure was significant.
We then examined whether vocabulary predicted LWL over and above prior LWL. RTs at 21 months were significantly predicted by vocabulary at 18 months, over and above 18-month RTs. Proportion of looks to target at 21 months was marginally significantly predicted by prior vocabulary over and above prior LWL. Neither 24-month LWL measure was significantly predicted by 21-month vocabulary over and above prior LWL.
Overall the results hint at a bidirectional relationship between vocabulary and lexical processing efficiency, at least from 18 to 21 months. There was stronger evidence for an effect of vocabulary at 18 months on lexical processing efficiency at 21 months. But the effect disappeared between 21 and 24 months. An important question, then, is why the relationship would exist between 18 and 21 months and disappear between 21 and 24 months?
The moderate evidence that lexical processing efficiency was related to growth in vocabulary is consistent with work indicating that children with better lexical processing efficiency perform better in novel word learning tasks than children with lower lexical processing efficiency at 17 months (Lany, 2018). However, why did this effect disappear between 21 and 24 months? Lany (2018) observed that lexical processing efficiency at 30 months predicted word-learning in challenging contexts. One possibility is that the extremely high correlation between vocabulary at 21 and 24 months (r = .89) rendered such an effect impossible to observe.
A similar pattern was observed in the models examining the effect of vocabulary on lexical processing efficiency. There was strong evidence that children with larger vocabularies at 18 months exhibited more in lexical processing efficiency growth between 18 and 21 months than did children with smaller vocabularies, an effect that was significant for RTs and marginally significant for proportions. At first blush this account seems to provide evidence for the emergentist account of lexical processing efficiency, but why the relationship disappears between 21 and 24 months is unclear. One possible explanation for the developmental nature of the effect concerns the changing structure of the infant lexicon. Until this point, research in this space has been agnostic about how words are represented and accessed. However, as children rapidly acquire words, the structure of their lexicon changes, and this is likely to have a significant impact on lexical access. Words are stored in the lexicon according to the phonological and semantic similarity of their neighbourhood structure. In adults, semantic and phonological neighbourhood effects are commonly observed and are explained by interactive-activation and competition models of lexical access (for review see Chen & Mirman, 2012). Importantly, neighbourhood structure can have both facilitative and inhibitory effects on lexical access depending on neighbourhood density and the particular linguistic task (e.g., production versus comprehension). For example, phonological neighbourhood density inhibits word recognition but facilitates word production; the number of distant semantic neighbours (e.g., bread, cereal) facilitates word recognition while the number of near semantic neighbours (e.g., bread, butter) inhibits it. Chen and Mirman (2012) presented a single process model of lexical processing that incorporates activation and inhibitory processes: strongly active neighbours inhibit access to the target representations whereas weakly active neighbours facilitate access.
As infants learn new words, the structure of the lexicon changes, leading to more densely populated phonological and semantic neighbourhoods (for a review see Wojcik, 2018). However, the current state of research suggests that these two variables may come online at different points in development. Rämä, Sirri, and Serres (2013) observed semantic priming in 24-month-old infants as indexed by an N400 in an experiment using event-related potentials, and observed a similar effect in 18-months-olds who had comparatively high vocabularies for their age. Thus it appears that semantic neighbourhood density begins to have an effect on lexical access before a child’s second birthday. In contrast, studies investigating the effect of phonological neighbourhood density on infant lexical access suggest that the lexicon may begin to become interconnected some months later, such that phonological neighbourhood density effects are reliably observed at 24 months (Mani & Plunkett, 2010, 2011). This apparent decalage between the emergence of semantic and phonological structure in the lexicon could explain our observed developmental relationship between lexical proficiency and vocabulary development. If semantic relatedness begins to influence lexical processing at 18 months, this could explain the early relationship we found between vocabulary size and processing efficiency. Specifically, it could be that high-vocabulary children accessed target items more quickly because their lexicons are more semantically interconnected in such a way that greater semantic density leads to faster RTs on the LWL task.
Relatedly, the later onset of phonological interconnectedness may be responsible for the fact that we did not observe a similar effect of 21-month vocabulary predicting 24-month lexical processing. Mani and Plunkett (2011) have shown that greater phonological cohort density can have an inhibitory effect on lexical access. Thus, our data could be explained by the countervailing influence of semantic and phonological network structure on lexical processing: early in development, vocabulary growth could facilitate lexical processing by increasing semantic neighbourhood density, but later growth may be unrelated due to the emerging inhibitory influence of phonological neighbourhood density. This explanation crucially relies on whether there is in fact a developmental decalage between the emergence of semantic and phonological structure in the infant lexicon. It does seem to be the case that infants preferentially learn from phonologically and semantically dense neighbourhoods (Carlson, Sonderegger, & Bane, 2014; Hills, Maouene, Maouene, Sheya, & Smith, 2009), but the question of whether semantic neighbourhood density emerges first awaits future research.
4.Future prospects
Our explanation of the changing longitudinal relationship between lexical processing efficiency and vocabulary clearly implicates long-term lexical and sub-lexical knowledge as a driver of processing, and, on face value, is more closely aligned with an emergent conception of processing in comparison to a capacity-limit account. That is, we have explained lexical processing efficiency as emerging from item-level effects in the lexicon. Changes in long-term knowledge of vocabulary are likely driven in part by the richness of the child’s communicative environment, in that richer linguistic environments afford more opportunities for building a lexicon. Caro I’m really uncomfortable making this leap. We didn’t include input in our analyses, so I’d rather leave it out. We also note that our data show evidence of a clear developmental cascade, since the relationship between lexical processing speed and vocabulary changes over developmental time, perhaps as a result of the changing nature of the structure of the lexicon.
However, while our data likely rule out an explanation of lexical processing that is completely independent of lexical knowledge, it does not rule out the possibility of intrinsic individual differences in the efficiency of a centralised processing capacity in addition to item-level knowledge. For instance, it is possible that genetically or early environmentally-driven individual differences in the neurological development such as myelination or the number of neural connections devoted to linguistic processing lead to faster processing over and above long-term knowledge of language. Such possibilities await future research.
Finally, we return to Elena Lieven’s work. There are two limitations of the current body of work on individual difference, both noted by Elena Lieven years ago. First, most of the work on individual differences has been conducted with children learning a limited number of languages; mainly English, though with some work in other WEIRD countries (Western Educated, Industrialised Rich and Democratic countries; e.g. on Spanish, Hurtado, Marchman, & Fernald, 2007, or Danish, Bleses et al., 2008). This limits the scope and generalisability of our theory building (Lieven, 1994). For example, if the lexicon plays a central role in determining the speed of word processing and learning, as suggested above, then we might predict cross-linguistic differences based on the semantic and phonological shape of the lexicon in different languages (see Frank et al., 2019 for some initial findings). Further work on a range of languages is required to test this hypothesis. Second, much of the work cited in this chapter has almost exclusively measured children’s language development using parental report checklists such as the MacArthur CDI (Fenson et al., 2007). However, as Pine, Lieven, & Rowland (1996) showed over 20 years ago, while we can expect checklists to provide good approximations of children’s language, making them good instruments to sample individual differences, we cannot expect them to provide good estimates of the relative distribution of different lexical classes in a child’s lexicon. Most notably, they tend to overestimate the proportion of nouns in a child’s vocabulary. This is not a problem per se for research using the LWL paradigm. However, if our suggestion is that the composition of a child’s lexicon has a direct bearing on the speed of future language growth, then future studies need to estimate the structure of the individual child’s lexicon with a high level of accuracy, which may require additional complementary measures (e.g. lab-based elicitation or comprehension studies to provide detailed information about knowledge in particular semantic domains) and additional types of analyses (e.g. Borovsky, Ellis, Evans, & Elman, 2016’s analysis of the semantic structure of children’s vocabularies).
Funding
This work was supported by the International Centre for Language and Communicative Development (LuCiD; Economic and Social Research Council ES/L008955/1), and the Australian Research Council (CE140100041).Note
1.This assumption can be relaxed by allowing their residuals to be correlated. ①



References
Abrahams, B. S., Tentler, D., Perederiy, J. V., Oldham, M. C., Coppola, G., & Geschwind, D. H.
 (2007.) Genome-wide analyses of human perisylvian cerebral cortical patterning. Proceedings of the National Academy of Sciences, 104(45), 17849–17854. [image: Crossref link] ①


Alarcón, M., Abrahams, B. S., Stone, J. L., Duvall, J. A., Perederiy, J. V., Bomar, J. M., … Geschwind, D. H.
 (2008.) Linkage, association, and gene-expression analyses identify CNTNAP2 as an autism-susceptibility gene. The American Journal of Human Genetics, 82(1), 150–159. [image: Crossref link] ①


Ambridge, B.
 (2018.) Against stored abstractions: A radical exemplar model of language acquisition. First Language, [image: Crossref link] ①


Ambridge, B., Kidd, E., Rowland, C. F., & Theakston, A. L.
 (2015.) The ubiquity of frequency effects in first language acquisition. Journal of Child Language, 42(2), 239–273. [image: Crossref link] ①


Bates, E., Bretheron, I., & Snyder, L.
 (1988.) From first words to grammar: Individual differences and dissociable mechanisms. New York, NY: Cambridge University Press. ①


Bates, E., Dale, P., & Thal, D.
 (1995.) Individual differences and their implications for theories of language development. In P. Fletcher & B. Macwhinney (Eds.), The handbook of child language (pp. 96–151). Oxford: Basil Blackwell. ①


Bates, E., & Goodman, J. C.
 (1997.) On the inseparability of grammar and the lexicon: Evidence from acquisition, aphasia, and real-time processing. Language and Cognitive Processes, 12(5/6), 507–584. ①


Bates, E., & Macwhinney, B.
 (1989.) Functionalism and the competition model. In B. MacWhinney & E. Bates (Eds.), The crosslinguistic study of sentence processing (pp. 3–76). Cambridge: Cambridge University Press. ① ② ③


Beals, D. E.
 (1997.) Sources of support for learning words in conversation: Evidence from mealtimes. Journal of Child Language, 24(3), 673–694. [image: Crossref link] ①


Bishop, D. V. M.
 (2003.) Test for reception of grammar: TROG-2 version 2. London: Pearson Assessment. ①


Bleses, D., Vach, W., Slott, M., Wehberg, S., Thomsen, P., Madsen, T. O., & Basbøll, H.
 (2008.) The Danish communicative developmental inventories: Validity and main developmental trends. Journal of Child Language, 35(03), 651–669. [image: Crossref link] ①


Bloom, L., Lightbown, P., Hood, L., Bowerman, M., Maratsos, M., & Maratsos, M. P.
 (1975.) Structure and variation in child language. Monographs of the Society for Research in Child Development, 40(2). [image: Crossref link] ①


Bloomfield, F. H.
 (2011.) Epigenetic modifications may play a role in the developmental consequences of early life events. Journal of Neurodevelopmental Disorders, 3(4), 348–55. [image: Crossref link] ①


Borer, H., & Wexler, K.
 (1987.) The maturation of syntax. In T. Roeper & E. Williams (Eds.), Parameter setting (pp. 123–172). Dordrecht: Reidel. [image: Crossref link] ①


Bornstein, M. H., Haynes, M. O., & Painter, K. M.
 (1998.) Sources of child vocabulary competence: A multivariate model. Journal of Child Language, 25(2), 367–393. [image: Crossref link] ① ② ③ ④


Bornstein, M. H., & Putnick, D. L.
 (2012.) Stability of language in childhood: A multiage, multidomain, multimeasure, and multisource study. Developmental Psychology, 48(2), 477–491. [image: Crossref link] ①


Borovsky, A., Ellis, E. M., Evans, J. L., & Elman, J. L.
 (2016.) Semantic structure invocabulary knowledge interacts with lexical and sentence processing in infancy. Child Development, 87(6), 1893–1908. [image: Crossref link] ①


Brito, N. H., Fifer, W. P., Myers, M. M., Elliott, A. J., & Noble, K. G.
 (2016.) Associations among family socioeconomic status, EEG power at birth, and cognitive skills during infancy. Developmental Cognitive Neuroscience, 19, 144–151. [image: Crossref link] ①


Caplan, D., & Waters, G. S.
 (1999.) Verbal working memory and sentence comprehension. Behavioral and Brain Sciences, 22(1), 77–94. [image: Crossref link] ① ② ③


Carlson, M. T., Sonderegger, M., & Bane, M.
 (2014.) How children explore the phonological network in child-directed speech: A survival analysis of children’s first word productions. Journal of Memory and Language, 75, 159–180. [image: Crossref link] ①


Cartmill, E., Armstrong, B. F., Gleitman, L. R., Goldin-Meadows, S., Medinac, T. N., & Trueswell, J. C.
 (2013.) Quality of early parent input predicts child vocabulary 3 years later. Proceedings of the National Academy of Sciences, 110(28), 11278–11283. [image: Crossref link] ① ②


Chen, Q., & Mirman, D.
 (2012.) Competition and cooperation among similar representations: Toward a unified account of facilitative and inhibitory effects of lexical neighbors. Psychological Review, 119(2), 417–430. [image: Crossref link] ① ②


Chonchaiya, W., Tardif, T., Mai, X., Xu, L., Li, M., Kaciroti, N., … Lozoff, B.
 (2013.) Developmental trends in auditory processing can provide early predictions of language acquisition in young infants. Developmental Science, 16(2), 159–172. [image: Crossref link] ①


Choudhury, N., Leppanen, P. H. T., Leevers, H. J., & Benasich, A. A.
 (2007.) Infant information processing and family history of specific language impairment: Converging evidence for RAP deficits from two paradigms. Developmental Science, 10(2), 213–236. [image: Crossref link] ①


Colonnesi, C., Stams, G. J. J. M., Koster, I., & Noom, M. J.
 (2010.) The relation between pointing and language development: A meta-analysis. Developmental Review, 30(4), 352–366. [image: Crossref link] ①


Conti-Ramsden, G., Botting, N., & Faragher, B.
 (2001.) Psycholinguistic markers for Specific Language Impairment (SLI). Journal of Child Psychology and Psychiatry, 42(6), 741–748. [image: Crossref link] ①


Conti-Ramsden, G., & Hesketh, A.
 (2003.) Risk markers for SLI: A study of young language-learning children. International Journal of Language and Communication Disorders, 38, 251–263. [image: Crossref link] ①


Cristià, A.
 (2011.) Fine-grained variation in caregivers’ /s/ predicts their infants’ /s/ category. The Journal of the Acoustical Society of America, 129(5), 3271–80. [image: Crossref link] ①


Cristià, A., Seidl, A., Junge, C., Soderstrom, M., & Hagoort, P.
 (2014.) Predicting individual variation in language from infant speech perception measures. Child Development, 85(4), 1330–1345. [image: Crossref link] ①


Dąbrowska, E., & Street, J. A.
 (2006.) Individual differences in language attainment: Comprehension of passive sentences by native and non-native English speakers. Language Sciences, 28(6), 604–615. [image: Crossref link] ①


Demir-Vegter, S., Aarts, R., & Kurvers, J.
 (2014.) Lexical richness in maternal input and vocabulary development of Turkish preschoolers in the Netherlands. Journal of Psycholinguistic Research, 43(2), 149–65. [image: Crossref link] ①


Donnelly, S., & Kidd, E.
 (2020.) Individual differences in lexical processing efficiency and vocabulary in toddlers: A longitudinal investigation. Journal of Experimental Child Psychology, 192. [image: Crossref link] ① ②


Duyck, W., Desmet, T., Verbeke, L. P. C., & Brysbaert, M.
 (2004.) WordGen: A tool for word selection and nonword generation in Dutch, English, German, and French. Behavior Research Methods, Instruments, & Computers, 36(3), 488–499. [image: Crossref link] ①


Ellis Weismer, S., Tomblin, J. B., Zhang, X., Buckwalter, P., Chynoweth, J. G., & Jones, M.
 (2000.) Nonword repetition performance in school-age children with and without language impairment. Journal of Speech, Language, and Hearing Research, 43(4), 865–78. [image: Crossref link] ①


Evans, J. L., Saffran, J. R., & Robe-Torres, K.
 (2009.) Statistical learning in children with specific language impairment. Journal of Speech, Language, and Hearing Research, 52(2), 321–35. [image: Crossref link] ①


Falcaro, M., Pickles, A., Newbury, D. F., Addis, L., Banfield, E., Fisher, S. E., Monaco, A. P., Simkin, Z., Conti-Ramsden, G. & The SLI Consortium
 (2008.) Genetic and phenotypic effects of phonological short-term memory and grammatical morphology in specific language impairment. Genes, Brain and Behavior, 7(4), 393–402. [image: Crossref link] ①


Fenson, L., Marchman, V. A., Thal, D. J., Dale, P. S., Reznick, J. S., & Bates, E.
 (2007.) MacArthur-Bates communicative development inventories: User’s guide and technical manual (2nd ed.). Baltimore, MD: Paul Brookes. ① ② ③


Fernald, A., & Marchman, V. A.
 (2012.) Individual differences in lexical processing at 18 months predict vocabulary growth in typically developing and late-talking toddlers. Child Development, 83(1), 203–222. [image: Crossref link] ①


Fernald, A., Marchman, V. A., & Weisleder, A.
 (2013.) SES differences in language processing skill and vocabulary are evident at 18 months. Developmental Science, 16(2), 234–248. [image: Crossref link] ①


Fernald, A., Perfors, A., & Marchman, V. A.
 (2006.) Picking up speed in understanding: Speech processing efficiency and vocabulary growth across the 2nd year. Developmental Psychology, 42(1), 98–116. [image: Crossref link] ① ② ③ ④


Festman, J., Rodriguez-Fornells, A., & Münte, T. F.
 (2010.) Individual differences in control of language interference in late bilinguals are mainly related to general executive abilities. Behavioral and Brain Functions, 6(1), 5. [image: Crossref link] ①


Frank, M. C., Braginsky, M., Marchman, V., & Yurovsky, D.
 (2019.) Variability and consistency in early language learning. Cambridge, MA: The MIT Press. Retrieved from https://​langcog​.github​.io​/wordbank​-book​/index​.html (29 January 2020). ① ② ③


Frank, M. C., Braginsky, M., Yurovsky, D., & Marchman, V. A.
 (2017.) Wordbank: An open repository for developmental vocabulary data. Journal of Child Language, 44(3), 677–694. [image: Crossref link] ①


Gathercole, S. E.
 (2006.) Nonword repetition and word learning: The nature of the relationship. Applied Psycholinguistics, 27, 513–543. [image: Crossref link] ① ②


Gathercole, S. E., Willis, C. S., Emslie, H., & Baddeley, A. D.
 (1992.) Phonological memory and vocabulary development during the early school years: A longitudinal study. Developmental Psychology, 28(5), 887–898. [image: Crossref link] ①


Harris, J. R.
 (1998.) The nuture assumption: Why children turn out the way they do. New York, NY: Free Press. ①


Hart, B., & Risley, T. R.
 (1992.) American parenting of language-learning children: Persisting differences in family–child interactions observed in natural home environments. Developmental Psychology, 28(6), 1096–1105. [image: Crossref link] ①


Hart, B., & Risley, T. R.
 (1995.) Meaningful differences in the everyday experiences of young American children. Baltimore, MD: Paul Brookes. ① ②


Hills, T. T., Maouene, M., Maouene, J., Sheya, A., & Smith, L.
 (2009.) Longitudinal analysis of early semantic networks: preferential attachment or preferential acquisition? Psychological Science, 20(6), 729–39. [image: Crossref link] ①


Hirsh-Pasek, K., Adamson, L. B., Bakeman, R., Owen, M. T., Golinkoff, R. M., Pace, A., … Suma, K.
 (2015.) The contribution of early communication quality to low-income children’s language success. Psychological Science, 26(7), 1071–1083. [image: Crossref link] ①


Hirsh-Pasek, K., Cauley, K. M., Golinkoff, R. M., & Gordon, L.
 (1987.) The eyes have it: Lexical and syntactic comprehension in a new paradigm. Journal of Child Language, 14(1), 23–45. [image: Crossref link] ①


Hirsh-Pasek, K., & Golinkoff, R. M.
 (1996.) The origins of grammar: Evidence from early language comprehension. Cambridge, MA: The MIT Press. ①


Hoareau, M., Yeung, H. H., & Nazzi, T.
 (2019.) Infants’ statistical word segmentation in an artificial language is linked to both parental speech input and reported production abilities. Developmental Science. [image: Crossref link] ①


Hoff, E., Core, C., Place, S., Rumiche, R., Señor, M., & Parra, M.
 (2012.) Dual language exposure and early bilingual development. Journal of Child Language, 39(1), 1–27. [image: Crossref link] ①


Hoff, E., & Naigles, L.
 (2002.) How children use input to acquire a lexicon. Child Development, 73(2), 418–433. [image: Crossref link] ① ② ③ ④ ⑤


Hoff, E., Quinn, J. M., & Giguere, D.
 (2018.) What explains the correlation between growth in vocabulary and grammar? New evidence from latent change score analyses of simultaneous bilingual development. Developmental Science, 21(2), e12536. [image: Crossref link] ①


Hsu, N., Hadley, P. A., & Rispoli, M.
 (2017.) Diversity matters: Parent input predicts toddler verb production. Journal of Child Language, 44(1), 63–86. [image: Crossref link] ①


Hurtado, N., Marchman, V. A., & Fernald, A.
 (2007.) Spoken word recognition by Latino children learning Spanish as their first language. Journal of Child Language, 33, 227–249. [image: Crossref link] ①


Hurtado, N., Marchman, V. A., & Fernald, A.
 (2008.) Does input influence uptake? Links between maternal talk, processing speed and vocabulary size in Spanish-learning children. Developmental Science, 11(6), F31–F39. [image: Crossref link] ①


Huttenlocher, J., Haight, W., Bryk, A., Seltzer, M., & Lyons, T.
 (1991.) Early vocabulary growth: Relation to language input and gender. Developmental Psychology, 27(2), 236–248. [image: Crossref link] ①


Huttenlocher, J., Waterfall, H., Vasilyeva, M., Vevea, J., & Hedges, L. V.
 (2010.) Sources of variability in children’s language growth. Cognitive Psychology, 61, 343–365. [image: Crossref link] ① ②


Hyams, N. M.
 (1986.) Language acquisition and the theory of parameters. Dordrecht: Reidel. [image: Crossref link] ①


Iverson, J. M., & Goldin-Meadow, S.
 (2005.) Gesture paves the way for language development. Psychological Science, 16(5), 367–371. [image: Crossref link] ①


Johnson, W., Turkheimer, E., Gottesman, I. I., & Bouchard, T. J. J.
 (2010.) Beyond heritability: Twin studies in behavioral research. Current Directions in Psychological Science, 18(4), 217–220. [image: Crossref link] ①


Jones, G., Gobet, F., & Pine, J. M.
 (2007.) Linking working memory and long-term memory: A computational model of the learning of new words. Developmental Science, 10(6), 853–873. [image: Crossref link] ① ②


Jones, G., & Rowland, C. F.
 (2017.) Diversity not quantity in caregiver speech: Using computational modeling to isolate the effects of the quantity and the diversity of the input on vocabulary growth. Cognitive Psychology, 98, 1–21. [image: Crossref link] ①


Junge, C., Cutler, A., & Hagoort, P.
 (2012.) Electrophysiological evidence of early word learning. Neuropsychologia, 50(14), 3702–3712. [image: Crossref link] ①


Just, M. A., & Carpenter, P. A.
 (1992.) A capacity theory of comprehension: Individual differences in working memory. Psychological Review, 99(1), 122–49. [image: Crossref link] ① ② ③


Kail, R., & Salthouse, T. A.
 (1994.) Processing speed as a mental capacity. Acta Psychologica, 86(2–3), 199–225. [image: Crossref link] ①


Karmiloff-Smith, A.
 (1998.) Development itself is the key to understanding developmental disorders. Trends in Cognitive Sciences, 2(10), 389–398. [image: Crossref link] ①


Khanna, M. M., & Boland, J. E.
 (2010.) Children’s use of language context in lexical ambiguity resolution. Quarterly Journal of Experimental Psychology, 63(1), 160–193. [image: Crossref link] ①


Kaufman, S. B., Deyoung, C. G., Gray, J. R., Jimenez, L., Brown, J. & Mackintosh, N.
 (2010.) Implicit learning as an ability, Cognition, 116(3), 321–40 [image: Crossref link] ①


Kidd, E.
 (2013.) The role of verbal working memory in children’s sentence comprehension. Topics in Language Disorders, 33(3), 208–223. [image: Crossref link] ① ②


Kidd, E., & Arciuli, J.
 (2016.) Individual differences in statistical learning predict children’s comprehension of syntax. Child Development, 87(1), 184–193. [image: Crossref link] ①


Kidd, E., Donnelly, S., & Christiansen, M. H.
 (2018.) Individual differences in language acquisition and processing. Trends in Cognitive Sciences, 22(2), 154–169. [image: Crossref link] ①


Kidd, E., Junge, C., Spokes, T., Morrison, L., & Cutler, A.
 (2018.) Individual differences in infant speech segmentation: Achieving the lexical shift. Infancy, 23(6), 770–794. [image: Crossref link] ① ②


Kishimoto, T., Shizawa, Y., Yasuda, J., Hinobayashi, T., & Minami, T.
 (2007.) Do pointing gestures by infants provoke comments from adults? Infant Behavior and Development, 30(4), 562–567. [image: Crossref link] ①


Kovas, Y., Hayiou-Thomas, M. E., Oliver, B., Dale, P. S., Bishop, D. V. M., & Plomin, R.
 (2005.) Genetic influences in different aspects of language development: The etiology of language skills in 4.5-year-old twins. Child Development, 76(3), 632–651. [image: Crossref link] ①


Kuhl, P. K., Conboy, B. T., Coffey-Corina, S., Padden, D., Rivera-Gaxiola, M., & Nelson, T.
 (2008.) Phonetic learning as a pathway to language: new data and native language magnet theory expanded (NLM-e). Philosophical Transactions of the Royal Society B: Biological Sciences, 363(1493), 979–1000. [image: Crossref link] ①


Lany, J.
 (2018.) Lexical-processing efficiency leverages novel word learning in infants and toddlers. Developmental Science, 21(3), e12569. [image: Crossref link] ① ② ③


Lany, J., Giglio, M., & Oswald, M.
 (2018.) Infants’ lexical processing efficiency is related to vocabulary size by one year of age. Infancy, 23(3), 342–366. [image: Crossref link] ①


Law, J., Schoon, I., & Parsons, S.
 (2009.) Modeling developmental language difficulties from school entry into adulthood: Literacy, mental health and employment outcomes. Journal of Speech, Language, and Hearing Research, 52(6), 1401–1416. [image: Crossref link] ①


Lieven, E. V. M.
 (1994.) Crosslinguistic and crosscultural aspects of language addressed to children. In C. Gallaway & B. J. Richards (Eds.), Input and interaction in language acquisition (pp. 56–73). Cambridge: Cambridge University Press. [image: Crossref link] ①


Lieven, E. V. M.
 (2016.) Usage-based approaches to language development: Where do we go from here? Language and Cognition, 8, 346–368. [image: Crossref link] ①


Liu, H.-M., Kuhl, P. K., & Tsao, F.-M.
 (2003.) An association between mothers’ speech clarity and infants’ speech discrimination skills. Developmental Science, 6(3), F1–F10. [image: Crossref link] ①


Macdonald, M. C.
 (2013.) How language production shapes language form and comprehension. Frontiers in Psychology, 4, 226. [image: Crossref link] ① ②


MacDonald, M. C., & Christiansen, M. H.
 (2002.) Reassessing working memory: Comment on Just and Carpenter (1992) and Waters and Caplan (1996). Psychological Review, 109(1), 35–54; discussion 55–74. [image: Crossref link] ① ② ③


Mani, N., & Plunkett, K.
 (2010.) In the infant’s mind’s ear. Psychological Science, 21(7), 908–913. [image: Crossref link] ①


Mani, N., & Plunkett, K.
 (2011.) Phonological priming and cohort effects in toddlers. Cognition, 121(2), 196–206. [image: Crossref link] ① ②


Marchman, V. A., & Fernald, A.
 (2008.) Speed of word recognition and vocabulary knowledge in infancy predict cognitive and language outcomes in later childhood. Developmental Science, 11(3), F9–16. [image: Crossref link] ① ②


Masten, A. S., & Cicchetti, D.
 (2010.) Developmental cascades. Development and Psychopathology, 22(03), 491–495. [image: Crossref link] ①


Matthews, D., Behne, T., Lieven, E., & Tomasello, M.
 (2012.) Origins of the human pointing gesture: A training study. Developmental Science, 15(6), 817–829. [image: Crossref link] ①


McGillion, M. L., Herbert, J. S., Pine, J. M., Keren-Portnoy, T., Vihman, M. M., & Matthews, D. E.
 (2013.) Supporting early vocabulary development: What sort of responsiveness matters. IEEE Transactions on Autonomous Mental Development, 5(3), 240–248. [image: Crossref link] ①


McGillion, M. L., Herbert, J. S., Pine, J., Vihman, M. M., Depaolis, R., Keren-Portnoy, T., & Matthews, D.
 (2016.) What paves the way to conventional language? The predictive value of babble, pointing and SES. Child Development, 88(1), 156–166. [image: Crossref link] ① ②


Montgomery, J. W., Magimairaj, B. M., & O’Malley, M. H.
 (2008.) Role of working memory in typically developing children’s complex sentence comprehension. Journal of Psycholinguistic Research, 37(5), 331–354. [image: Crossref link] ① ②


Nelson, K.
 (1973.) Structure and strategy in learning to talk. Monographs of the Society for Research in Child Development, 38(1–2). ①


Novick, J. M., Hussey, E., Teubner-Rhodes, S., Harbison, J. I., & Bunting, M. F.
 (2014.) Clearing the garden-path: Improving sentence processing through cognitive control training. Language, Cognition and Neuroscience, 29(2), 186–217. [image: Crossref link] ①


Nozari, N., Trueswell, J. C., & Thompson-Schill, S. L.
 (2016.) The interplay of local attraction, context and domain-general cognitive control in activation and suppression of semantic distractors during sentence comprehension. Psychonomic Bulletin and Review, 23(6), 1942–1953. [image: Crossref link] ①


Pan, B. A., Rowe, M. L., Singer, J. D., & Snow, C. E.
 (2005.) Maternal correlates of growth in toddler vocabulary production in low-income families. Child Development, 76(4), 763–82. ①


Pearson, B. Z., Fernandez, S. C., Lewedeg, V., & Oller, D. K.
 (1997.) The relation of input factors to lexical learning by bilingual infants. Applied Psycholinguistics, 18(1), 41–58. [image: Crossref link] ①


Pine, J. M., & Lieven, E. V.
 (1993.) Reanalysing rote-learned phrases: Individual differences in the transition to multi-word speech. Journal of Child Language, 20(3), 551–571. [image: Crossref link] ①


Pine, J. M., Lieven, E. V., & Rowland, C.
 (1996.) Observational and checklist measures of vocabulary composition: what do they mean? Journal of Child Language, 23(3), 573–590. [image: Crossref link] ①


Radford, A.
 (1990.) Syntactic theory and the acquisition of English syntax: The nature of early grammars of English. Oxford: Blackwell. ①


Rämä, P., Sirri, L., & Serres, J.
 (2013.) Development of lexical–semantic language system: N400 priming effect for spoken words in 18- and 24-month old children. Brain and Language, 125(1), 1–10. [image: Crossref link] ①


Rice, M. L., Wexler, K., & Cleave, P. L.
 (1995.) Specific language impairment as a period of extended optional infinitive. Journal of Speech and Hearing Research, 38(4), 850–63. [image: Crossref link] ①


Rivera-Gaxiola, M., Silva-Pereyra, J., & Kuhl, P. K.
 (2005.) Brain potentials to native and non-native speech contrasts in 7- and 11-month-old American infants. Developmental Science, 8(2), 162–72. [image: Crossref link] ①


Romeo, R. R., Leonard, J. A., Robinson, S. T., West, M. R., Mackey, A. P., Rowe, M. L., & Gabrieli, J. D. E. E.
 (2018.) Beyond the 30-million-word gap: Children’s conversational exposure is associated with language-related brain function. Psychological Science, 29(5), 700–710. [image: Crossref link] ①


Roth, C., Magnus, P., Schjølberg, S., Stoltenberg, C., Surén, P., McKeague, I. W., … Susser, E.
 (2011.) Folic acid supplements in pregnancy and severe language delay in children. JAMA, 306(14), 1566. [image: Crossref link] ①


Rowe, M. L.
 (2012.) A longitudinal investigation of the role of quantity and quality of child-directed speech in vocabulary development. Child Development, 83(5), 1762–1774. [image: Crossref link] ① ②


Saffran, J. R., Aslin, R. N., & Newport, E. L.
 (1996.) Statistical learning by 8-month-old infants. Science, 274, 1926–1928. [image: Crossref link] ①


Seidenberg, M. S., & MacDonald, M. C.
 (1999.) A probabilistic constraints approach to language acquisition and processing. Cognitive Science, 23(4), 569–588. [image: Crossref link] ① ②


Skeide, M. A., & Friederici, A. D.
 (2016.) The ontogeny of the cortical language network. Nature Reviews Neuroscience, 17(5), 323–332. [image: Crossref link] ①


Spearman, C.
 (1904.) “General Intelligence,” objectively determined and measured. The American Journal of Psychology, 15(2), 201–293. [image: Crossref link] ①


Stokes, S. F., Wong, A. M.-Y., Fletcher, P., & Leonard, L. B.
 (2006.) Nonword repetition and sentence repetition as clinical markers of Specific Language Impairment: The case of Cantonese. Journal of Speech, Language, and Hearing Research, 49(2), 219–236. [image: Crossref link] ①


Street, J. A., & Dąbrowska, E.
 (2010.) More individual differences in language attainment: How much do adult native speakers of English know about passives and quantifiers? Lingua, 12(8), 2080–2094. [image: Crossref link] ①


Street, J. A., & Dąbrowska, E.
 (2014.) Lexically specific knowledge and individual differences in adult native speakers’ processing of the English passive. Applied Psycholinguistics, 35(1), 97–118. [image: Crossref link] ①


Tomasello, M.
 (2001.) First steps toward a usage-based theory of language acquisition. Cognitive Linguistics, 11, 61–82. [image: Crossref link] ① ②


Tsao, F. M., Liu, H. M., & Kuhl, P. K.
 (2004.) Speech perception in infancy predicts language development in the second year of life: A longitudinal study. Child Development, 75(4), 1067–1084. [image: Crossref link] ①


Van der Lely, H. K. J., & Pinker, S.
 (2014.) The biological basis of language: Insight from developmental grammatical impairments. Trends in Cognitive Sciences, 18(11), 586–595. [image: Crossref link] ① ②


Vernes, S. C., Newbury, D. F., Abrahams, B. S., Winchester, L., Nicod, J., Groszer, M., … Fisher, S. E.
 (2008.) A functional genetic link between distinct developmental language disorders. New England Journal of Medicine, 359(22), 2337–2345. [image: Crossref link] ①


Vuong, L. C., & Martin, R. C.
 (2014.) Domain-specific executive control and the revision of misinterpretations in sentence comprehension. Language, Cognition and Neuroscience, 29(3), 312–325. [image: Crossref link] ①


Weisleder, A., & Fernald, A.
 (2013.) Talking to children matters: Early language experience strengthens processing and builds vocabulary. Psychological Science, 24(11), 2143–2152. [image: Crossref link] ①


Weizman, Z. O., & Snow, C. E.
 (2001.) Lexical input as related to children’s vocabulary acquisition: Effects of sophisticated exposure and support for meaning. Developmental Psychology, 37(2), 265–279. [image: Crossref link] ①


Wellman, H.
 (2014.) Making minds: How theory of mind develops. Oxford: Oxford University Press. [image: Crossref link] ①


Wells, J. B., Christiansen, M. H., Race, D. S., Acheson, D. J., & MacDonald, M. C.
 (2009.) Experience and sentence processing: Statistical learning and relative clause comprehension. Cognitive Psychology, 58(2), 250–271. [image: Crossref link] ①


Whitehouse, A. J. O., Bishop, D. V. M., Ang, Q. W., Pennell, C. E., & Fisher, S. E.
 (2011.) CNTNAP2 variants affect early language development in the general population. Genes, Brain and Behavior, 10(4), 451–456. [image: Crossref link] ①


Willoughby, M. T., Blair, C. B., & Family Life Project Investigators, the F. L. P.
 (2016.) Measuring executive function in early childhood: A case for formative measurement. Psychological Assessment, 28(3), 319–30. [image: Crossref link] ①


Wojcik, E. H.
 (2018.) The development of lexical-semantic networks in infants and toddlers. Child Development Perspectives, 12(1), 34–38. [image: Crossref link] ①


Woodard, K., Pozzan, L., & Trueswell, J. C.
 (2016.) Taking your own path: Individual differences in executive function and language processing skills in child learners. Journal of Experimental Child Psychology, 141, 187–209. [image: Crossref link] ①


Yang, C., Crain, S., Berwick, R. C., Chomsky, N., & Bolhuis, J. J.
 (2017.) The growth of language: Universal Grammar, experience, and principles of computation. Neuroscience & Biobehavioral Reviews, 81, 103–119. [image: Crossref link] ①




Understanding the cross-linguistic pattern of verb-marking error in typically developing children and children with Developmental Language DisorderWhy the input matters
Julian M. Pine,1 Daniel Freudenthal1 & Fernand Gobet21University of Liverpool | 2London School of Economics and Political Science

AbstractVerb-marking errors such as ‘*That go there’ and ‘*We make this yesterday’ are a characteristic feature of children’s early language. In this chapter, we review work on the cross-linguistic pattern of verb-marking error that suggests that these errors reflect the incorrect use of non-finite forms in finite contexts (often referred to as ‘Optional Infinitive (OI) errors’). The vast majority of this research has been conducted within the generativist tradition and has assumed that OI errors reflect an underlying maturational difference between the child and the adult grammar. However, we show that a detailed analysis of the cross-linguistic data reveals patterns that are difficult to explain in these terms, and can be more readily explained under the assumption that OI errors are learned directly from the input as a result of weaknesses in the child’s ability to process longer utterances. The implication is that the cross-linguistic pattern of verb-marking errors in children’s early language can only be properly understood by focusing on the relation between the kind of errors that young children make and the semantic-distributional properties of the language to which they have been exposed.

Preface
I (Julian Pine) first met Elena in 1985 when she talked me out of doing a PhD on the relation between social class differences in maternal speech and variation in young children’s rate of language learning and into doing one on the relation between variation in maternal speech characteristics and individual differences in children’s early vocabulary composition and the transition to multi-word speech. The argument was that understanding the relation between variation in children’s language at equivalent points in development and variation in the language to which they were exposed was ultimately going to be much more informative about the underlying learning mechanism than understanding why there is a social gradient in rate of language learning – and I still think this argument holds good more than 30 years later. What it reflects are three of the key features of Elena’s approach to understanding language acquisition. The first is an interest in variation in children’s linguistic behaviour for its own sake and a commitment to the idea that it requires some kind of explanation. The second is an interest in the kind of information that is available in different kinds of input both within and across languages and how this might relate to variation in patterns of development across children and across languages. And the third is an interest in mechanisms of acquisition and in using the relation between variation in children’s language and variation in the language to which they are exposed to draw inferences about how children learn. As a result of Elena’s mentorship, whether it was delivered in her office at the University of Manchester or in my living room in Dundee when I had one ear on the football commentary, these features of Elena’s approach have also come to characterise my own work, which is much richer for them – so ‘Thank you, Elena’.
Introduction
Verb-marking errors are a characteristic feature of young children’s early multi-word speech. For example, between the ages of 2 and 4 years, English-speaking children often produce zero-marked verb forms in contexts that require a past tense or a third person singular (3sg) present tense form (see (1) to (6)) for a list of examples taken from the Manchester corpus (Theakston, Lieven, Pine, & Rowland, 2001) in the CHILDES database (MacWhinney, 2000).
(1)
*I buy them yesterday (Anne, 2:6.04)



(2)
*He want to go (Carl, 2:8.15)



(3)
*We make this yesterday (Gail, 2;8.13)



(4)
*And Caroline come yesterday (Nicole, 2;9.09)



(5)
*She fall down (Ruth, 2:6.12)



(6)
*And the lorry go on top (Warren, 2;7.05)



Errors like these typically continue to occur in English-speaking children’s speech for a relatively long period of time after correct past tense and third person singular present tense forms have begun to appear. For example, Adam, one of the three children in Brown’s (1973) seminal study, began to use 3sg present tense -s at around 2;6, but was not using it in 90% of obligatory contexts until around 3;6. These kinds of errors are also particularly prevalent in the speech of children with Developmental Language Disorder (DLD). For example, Rice, Wexler, and Hershberger (1998) report significantly lower rates of correct provision of past tense -ed and 3sg present tense -s in English-speaking children with DLD than both age-matched and MLU-matched controls, with the children with DLD still failing to produce both morphemes in 90% of obligatory contexts as late as seven years of age. Explaining why children make these kinds of verb-marking errors is therefore a key challenge for theories of both typical and atypical language development.
Early analyses of English-speaking children’s incorrect use of zero-marked forms assumed that they reflected incomplete knowledge of the target inflection (e.g. Brown, 1973), or the dropping of the relevant inflection due to performance limitations in production (Bloom, 1990; Valian, 1991). These analyses had the advantage that they could explain the gradual rise in children’s provision rates between the ages of 2 and 4 years. However, cross-linguistic analyses (e.g. Wexler, 1994) have revealed that, in languages other than English, the equivalent errors often include verb forms marked with an infinitival morpheme. For example, in the examples in (7) to (12) below, the verb is marked with the infinitival morphemes: -er (French), -en (German) and -a (Swedish):
(7)
*Pas
not

 attraper
catch-inf

 papillon
butterfly

 (Daniel, 1;8.3; Lightbown, 1977)
Not catch butterfly



(8)
*Pas
not

 manger
eat-inf

 la
the

 poupée
doll

 (Nathalie, 1;9.3, Lightbown, 1977)
The doll not eat (Examples taken from Déprez & Pierce, 1993)



(9)
*Hubschrauber
helicopter

 putzen
clean-inf

 (Andreas; 2;1; Wagner, 1985)
Clean helicopter



(10)
*Thorsten
Thorsten

 Cäsar
Caesar (=doll)

 haben
have-inf

 (Andreas; 2;1; Wagner, 1985)
Thorsten have Caesar (Examples taken from Poeppel & Wexler, 1993)



(11)
*Tova
sleep-inf

 här
here

 (Sarah, 2;0; Santelmann, 1995)
Sleep here



(12)
*Pappa
daddy

 bära
carry-inf

 den
it

 (Markus, 1:11.12; Plunkett & Strömquist, 1992)
Daddy carry it (Examples taken from Josefsson, 2002)



Since these errors clearly reflect the use of a verb form with infinitival marking in a context in which a finite verb form is required, they cannot be explained in terms of inflection drop. This has led to the view that verb-marking errors across languages (including the incorrect use of zero-marked forms in English) reflect the use of non-finite forms in finite contexts. These errors are sometimes referred to as Root Infinitive (RI) errors (Rizzi, 1993/1994). However, since they tend to occur during a stage in which the child is also producing correct finite forms, they are also often referred to as Optional Infinitive (OI) errors (Wexler, 1994), and the period during which they occur as the Optional Infinitive (OI) Stage.
Wexler’s Unique Checking Constraint (UCC) account of the OI stage
A number of theories have been proposed to explain the OI stage in children’s language development. For example, Hyams (1996) argues that children can leave functional heads such as I (Inflection) and D (Determiner) underspecified in the underlying representation of the sentence, which results in a lack of finiteness in the verbal domain and a lack of specificity in the nominal domain; and Rizzi (1993/1994) argues that, rather than projecting a full CP (Complementizer Phrase) structure, children have the option of truncating lower down the clause, with a structure truncated below TP (Tense Phrase) resulting in a non-finite clause. However, probably the most influential account of OI errors is that of Wexler (1994, 1998; Schütze & Wexler, 1996). Wexler’s account is designed to explain the occurrence of an OI stage in obligatory subject languages such as English, Dutch, and German (Wexler, 1994), and the absence of such a stage in optional subject languages such as Spanish and Italian (Wexler, 1998). According to Wexler (1998), children have correctly set all the inflectional and clause structure parameters of their language from a very early age, but are subject to a Unique Checking Constraint (UCC), which competes with other constraints in the child’s grammar and, when operative, prevents the specification of Tense and Agreement at the same time in the underlying representation of the sentence. Because the under-specification of either Tense or Agreement has the effect of blocking the production of agreeing tensed forms, this results in the production of an infinitive verb form where a finite verb form is required. Optional subject languages such as Spanish require the checking of only one D-feature (Tense) on finite main verbs. The UCC therefore does not result in the under-specification of Tense or Agreement in these languages, and OI errors do not occur. In fact, Wexler’s (1998) theory predicts that Spanish and Italian children will make bare participle but not bare infinitive errors. The data on Spanish and Italian are broadly consistent with this prediction, with Spanish and Italian children producing bare participle errors at reasonably high rates, but rarely producing bare infinitive errors (Phillips, 1995; Aguado-Orea, 2004).
The great strength of Wexler’s UCC account is that it provides a unified account of the pattern of occurrence and non-occurrence of OI errors across languages. It also explains the low frequency with which other types of errors occur, including subject-verb agreement errors such as ‘I goes’ (e.g., Harris & Wexler, 1996), and verb-positioning errors in which finite or non-finite verb forms occur in the wrong position relative to other sentence constituents (e.g., Poeppel & Wexler, 1993). The UCC account also has the advantage that it provides a potential explanation of the pattern of verb-marking error in children with DLD. Thus, Rice, Wexler, and Cleave (1995) argue for an Extended Optional Infinitive (EOI) stage in English-speaking children with DLD, and Rice, Noll and Grimm (1997) provide an EOI analysis of the verb-marking deficit in a group of German-speaking children with DLD, who produce OI errors at higher rates than a group of language-matched controls and yet make very few subject-verb agreement or verb-positioning errors in their speech. However, Wexler’s UCC account also suffers from a number of important weaknesses.
First, because the UCC account is designed to differentiate between languages in which OI errors do and do not occur, it predicts a qualitative difference between OI and non-OI languages. However, research on the OI stage suggests that differences in the rate of OI errors across languages are quantitative rather than qualitative. For example, Phillips (1995) reviews data from children learning 5 OI languages (Dutch, English, French, German and Swedish) and 4 non-OI languages (Catalan, Hebrew, Italian and Spanish) and concludes that rates of OI errors vary along a continuum from high in English and Swedish through moderate in Dutch, French and German to low (but by no means zero) in Catalan, Hebrew, Italian and Spanish. This continuous variation in the rate of OI errors across languages is problematic for Wexler’s theory, because the UCC account can neither explain why children make OI errors in non-OI languages nor why OI errors occur more frequently in some OI languages than others.
Second, because the UCC account assumes very early knowledge of inflection, it predicts that children will not make other kinds of verb-marking errors in their speech. For example, it predicts that subject-verb agreement errors such as ‘I goes’ will be rare in both OI and non-OI languages. At first sight, the cross-linguistic data appear to support this view. For example, Hoekstra and Hyams (1998) review a range of studies that report overall error rates of less than 5% in German, Italian, Spanish and Catalan. However, studies that have looked more closely at the rates of error in different person/number contexts have revealed substantially higher error rates in lower frequency contexts. For example, in a case study of a child learning Brazilian Portuguese, Rubino and Pine (1998) found that, while the rate of agreement error in 3sg contexts was only 0.5%, the rate of agreement error in third person plural contexts was 43.5%, and, in a study of 2 children learning Castilian Spanish, Aguado-Orea and Pine (2015) found the same pattern in both of the children’s early production data (0.7% v 33.9% for Juan and 0.7% v 46.4% for Lucía). Since this kind of agreement error often appears to reflect the over-use of a particular high frequency form (in Spanish the 3sg present tense form), some generativist researchers (e.g. Salustri & Hyams, 2003; Grinstead, De la Mora, Vega-Mendoza, & Flores, 2009) have argued that this form can be analysed as a Root Infinitive Analogue – and the use of this form in inappropriate contexts as analogous to the production of OI errors. However, this kind of analysis cannot explain why children learning pro-drop languages like Italian and Spanish produce both OI errors and subject-verb agreement errors in their speech during the early stages.
Third, because the UCC account assumes that OI errors reflect the optional use of non-finite forms in finite contexts, it predicts that OI errors and correct finite forms will occur in free variation in children’s speech. However, there is now a wealth of evidence that OI errors and correct finite forms tend to occur in complementary distribution, with OI errors occurring in modal contexts, in which eventive verbs like ‘play’ or ‘buy’ are used to express desired or intended actions, and correct finite forms occurring in non-modal contexts in which stative verbs such as ‘want’ or ‘fit’ are used to make assertions about states or changes of state. This pattern has been reported in a number of OI languages, including Dutch (Jordens, 1990; Wijnen, 1998); French (Ferdinand, 1996); German (Ingram & Thompson, 1996) and Swedish (Josefsson, 2002). Moreover, it mirrors the way finite forms and infinitives pattern in the input language, with finite forms occurring in simple finite structures, in which stative verbs tend to be more common, and infinitives occurring in modal structures, in which only eventive verbs tend to occur. It therefore raises the possibility that, rather than reflecting an underlying constraint in the child’s grammar, OI errors may be an input-driven phenomenon, which reflects the interaction between the child’s limited processing abilities and the distributional properties of the language to which they are exposed.
An alternative account of OI errors
The vast majority of research on the OI stage has been conducted within the generativist tradition and has assumed that OI errors reflect an underlying maturational difference between the child and the adult grammar. However, the similarity between the patterning of children’s OI errors and the way that infinitives pattern in OI languages has led some researchers to question this assumption and to argue for an input-driven account of OI errors. For example, Wijnen, Kempen and Gillis (2001) argue that OI errors in Dutch reflect the preferential learning of infinitive versus finite verb forms as a result of their higher conceptual transparency and increased salience in sentence-final position in the input language.
According to this view, OI errors are essentially learned from modal structures in the input, in which infinitives combine with finite modals and (in Dutch and German) occur in sentence-final position. These structures can be contrasted with simple finite constructions in which (in Dutch and German) the lexical verb occurs in finite form in second position (see examples in (13) and (14)) below).
Dutch
(13)
	Anke
Anke

 wil
want-3sg

 een
a

 toren
tower

 bouwen
build-inf

 
Anke wants to build a tower

	Anke
Anke

 wil
want-3sg

 een
a

 koekje
cookie

 
Anke wants a cookie





German
(14)
	Gert
Gert

 kann
can

 ein
an

 Flugzeug
aeroplane

 zeichnen
draw-inf

 
Gert can draw an aeroplane

	Gert
Gert

 mag
like-3sg

 Süßigkeiten
sweets

 
Gert likes sweets





Wijnen et al.’s account is similar in some respects to a class of generativist models (e.g., Boser, Lust, Santelmann, & Whitman, 1992; Ferdinand, 1996) that treat OI errors as finite clauses that contain a null modal. Like these models, it provides a natural explanation of the fact that OI errors tend to have a modal reading, and the fact that OI errors tend to involve eventive verbs (which often occur as infinitives in modal constructions) rather than stative verbs (which tend to occur as finite verbs in simple finite constructions). The critical difference, however, is that it assumes that OI errors are learned directly from the input and reflect the interaction between processing factors, such as increased sensitivity to words in sentence-final position, and the semantic-distributional properties of the input language. This kind of account has two important advantages over the null modal hypothesis. First, because it incorporates a role for processing factors, it can explain why, in some languages, children produce OI errors considerably more frequently in the early stages than their parents produce modal + infinitive constructions; and, second, because these processing factors are assumed to interact with the semantic-distributional properties of the input language, it has the potential to explain continuous quantitative variation in the rate at which children make OI errors across different languages.
Modelling cross-linguistic differences in children’s rate of OI errors
Wijnen et al.’s (2001) account provides a useful way of thinking about how OI errors might be learned from the input. However, it focuses only on OI errors in Dutch and is not sufficiently well specified to make quantitative predictions in its own right. However, in subsequent work, Freudenthal and his colleagues have used a computational model of language learning (MOSAIC) to investigate the extent to which this kind of account can explain quantitative differences in the rate of OI errors across languages (Freudenthal, Pine, & Gobet, 2006, 2009, 2010; Freudenthal, Pine, Aguado-Orea, & Gobet, 2007; Freudenthal, Pine, Jones, & Gobet, 2015a and 2015b, see Appendix for a summary of how MOSAIC has been developed over time to simulate a wider range of OI-related phenomena). MOSAIC is a relatively simple distributional analyser, which takes as input corpora of orthographically transcribed child-directed speech and learns to produce as output utterances that become progressively longer as learning proceeds. As a result of these characteristics, MOSAIC can be used to generate corpora of ‘child-like’ utterances at different ‘stages’ of development, and hence to model the behaviour of children learning different languages across a range of MLU values.
MOSAIC simulates OI errors because it has a strong utterance-final (and, in later work, edge-based) bias in learning. This bias results in the production of partial utterances that were present as utterance-final phrases in the input on which the model was trained (and, in later work, utterance-final strings and concatenations of utterance-initial words or phrases and utterance-final strings). As in Wijnen et al.’s account, the utterances in the input that give rise to OI errors are compounds finites: utterances that contain a (finite) modal or auxiliary and an infinitive (e.g. ‘Should that go there?’), though OI errors can also be learned from other longer structures such as ‘Let Daddy do it’ or ‘We saw the man jump’. Omission of the modal ‘Should’ from the English utterance ‘Should that go there?’ results in the OI error ‘That go there’. Similarly, omission of the modal ‘Wil’ from the Dutch utterance ‘Wil Pappa spelen?’ (Wants Daddy play-inf?) results in the OI error ‘Pappa spelen’ (Daddy play-inf).
MOSAIC simulates the developmental patterning of OI errors because it learns to produce progressively longer phrases as a function of the amount of input to which it has been exposed. Children start out producing OI errors at high rates, and produce fewer OI errors as the length of their utterances increases. MOSAIC simulates this phenomenon because of the way that compound finites pattern in OI languages. In compound finites, the finite modal or auxiliary precedes the infinitive. Since MOSAIC produces increasingly long utterance-final phrases, the early (short) phrases it produces are likely to contain only non-finite verb forms. As the phrases MOSAIC produces become longer, finite modals and auxiliaries start to appear, and OIs are slowly replaced by compound finites.
In an early study, Freudenthal et al. (2006) showed that, when the same version of MOSAIC was trained on corpora of Dutch and English child-directed speech, it was able to simulate the developmental patterning of OI errors in the two languages across a range of MLU values. These findings are important for two reasons. First, they show that it is possible to develop a well-specified input-driven account of OI errors in Dutch that can explain the developmental data. More specifically, they show that, as suggested by Wijnen et al., the high rate of OI errors in early child Dutch can be explained in terms of the interaction between an utterance-final bias in learning and the distributional properties of the input. Second, they show that the same input-driven account can also explain the developmental patterning of OI errors in another language: English – and hence that this kind of account has the potential to provide a cross-linguistic model of the patterning of OI errors that makes quantitative predictions about the developmental data.
Of course, Dutch and English are both OI languages, and generativist models of the OI stage are typically designed to explain the pattern of errors across both OI and non-OI languages. A key challenge facing input-driven accounts of the OI stage is therefore to explain why OI errors are rare in non-OI languages such as Spanish and Italian. Nor is it at all obvious that an input-driven account would predict low rates of OI errors in these languages, since, like Dutch and English, Spanish and Italian also have modal + infinitive structures from which Spanish- and Italian-speaking children would be expected to learn OI errors. In a subsequent paper, Freudenthal et al. (2007) therefore used MOSAIC to investigate whether it was possible to explain the developmental patterning of OI errors in both OI and non-OI languages in terms of the same input-driven account.
Freudenthal et al. (2007) focused on four languages: English, Dutch, German and Spanish. The addition of Spanish allowed them to investigate whether MOSAIC was able to simulate the substantial differences in the rate at which children make OI errors in three OI languages (English, Dutch and German) and a non-OI language (Spanish). The addition of German allowed them to investigate whether MOSAIC was able to simulate more subtle differences in the rate at which children make OI errors in two very similar OI languages (Dutch and German). The results showed that, when the same version of MOSAIC was trained on corpora of English, Dutch, German and Spanish child-directed speech, it was able to simulate the developmental patterning of OI errors across all four languages. More specifically, it simulated the high rate of OI errors in Dutch and German at low MLUs, and the low rate of OI errors in Spanish, and the somewhat higher rate of OI errors in Dutch than in German. These results are important because they suggest that the kind of input-driven account implemented in MOSAIC can not only explain the large and apparently qualitative difference in rate of OI errors between OI and non-OI languages, but also more subtle quantitative differences in the rate of OI errors between different OI languages. That is to say, it can explain precisely those features of the cross-linguistic data that present problems for Wexler’s UCC account.
Exactly how MOSAIC simulates these differences can be understood by considering the data in Table 1. This table provides details of the rate at which the Dutch child: Matthijs, the German child: Leo and the Spanish child: Juan produced OI errors early in development; the rate at which compound finite constructions occurred in each child’s input-; and the rate at which non-finite versus finite verb forms occurred in utterance-final position in each child’s input.
Table 1.Early rates of OI errors in Dutch, German and Spanish and the rate of compound finites in the input and non-finite verbs in utterance-final position in the input
		OI errors in Child at lowest MLU point (%)	Compound Finites in the Input (%)	Non-finites in utterance-final position (%)
	Matthijs (Dutch)	91	34	90
	Leo (German)	61	29	66
	Juan (Spanish)	23	25	26


It can be seen from these data that, although compound finite constructions occur at relatively low and roughly similar rates in Dutch and Spanish (34% and 25%, respectively) the rate at which non-finite forms occur in utterance-final position is very different in the two languages (90% in Dutch and 26% in Spanish) and very similar to the rate at which the Dutch and Spanish children produce OI errors during the early stages (91% and 23%). MOSAIC is able to simulate these differences because the model’s utterance-final bias interacts with the way that compound finites pattern in the input language to result in high rates of OI errors in Dutch (where non-finite forms are tied to utterance-final position) and low rates of OI errors in Spanish (where non-finite forms can also occur earlier in the sentence). The implication is that the apparently qualitative difference in the rate of OI errors between Dutch and Spanish can be understood in terms of the interaction between an utterance-final bias in learning and differences in the rate at which non-finite forms occur in utterance-final position in the input language.
Note that the smaller difference in the rate of OI errors in Dutch and German also appears to reflect a difference in the percentage of non-finite versus finite forms in utterance-final position – and explains why MOSAIC is also able to simulate this difference. However, since Dutch and German are structurally very similar, and the data in Table 1 are based on only one Dutch- and one German-speaking child, it is unclear whether they reflect differences between the two languages or differences between the two children. Freudenthal et al. sought to distinguish between these two possibilities by examining the rate of OI errors in a larger number of children (7 German and 6 Dutch children at MLU = 1.5), and the rate of non-finite verbs in utterance-final position in these children’s input. This analysis revealed a significantly higher rate of OI errors in Dutch than in German (Mean = 77% vs. Mean = 60%), a significantly higher rate of non-finite verbs in utterance-final position in Dutch than in German (Mean = 85% v Mean = 77%), and a significant rank order correlation (Rs = .70, N = 13, p < .01) between these measures across the two languages. The implication is that Dutch-speaking children do tend to produce OI errors at higher rates than German children during the early stages and that this difference is related to differences in the rate at which they hear non-finite verbs in utterance-final position in the input. Freudenthal et al. were also able to trace a substantial part of the difference in the rate at which non-finite verbs occurred in utterance-final position in Dutch and German to a specific difference in Dutch and German child-directed speech: the tendency of Dutch parents to use a ‘go + infinitive’ construction to describe future events where German parents tended to use a simple present tense form together with a temporal adverb. Since the Dutch ‘go + infinitive’ construction is precisely the kind of construction from which children would be expected to learn OI errors under an input-driven account, these results provide particularly compelling evidence both for the idea that OI errors are learned from compound finite structures in the input and for the idea that quantitative differences in the rate of OI errors reflect the interaction between an utterance-final bias in learning and the way in which compound finite structures pattern in the input language.
Modelling other aspects of the data on OI errors
The key contribution of Freudenthal et al.’s (2007) paper was in showing that both apparent qualitative differences in the rate of OI errors in OI and non-OI languages and smaller quantitative differences in the rate of OI errors in OI languages could be explained in input-driven terms. However, in two further papers, Freudenthal et al. showed that an input-driven account could also explain several other aspects of the data on OI errors.
The Modal Reference Effect and the Eventivity Constraint
Recall that one of the problems facing Wexler’s UCC account is that it predicts that OI errors and correct finite forms will occur in free variation in children’s speech. However, there is now substantial evidence that OI errors and correct finite forms occur in complementary distribution, with OI errors occurring in modal contexts, and being largely restricted to eventive verbs, and correct finite forms occurring in non-modal contexts in which stative verbs such as ‘want’ and ‘fit’ are used to make assertions about states or changes of state (Ferdinand, 1996; Ingram & Thompson, 1996; Jordens, 1990; Josefsson, 2002; Wijnen, 1998). Hoekstra and Hyams (1998) refer to these semantic conditioning effects as the Modal Reference Effect and the Eventivity Constraint and point out that these effects are absent or much reduced in English, where children tend to make OI errors in non-modal contexts and with stative verbs like ‘want’ ‘need’ and ‘like’ (see Examples (15) to (20) below from the Manchester corpus).
(15)
He need a sleigh (Anne, 2;3.20)



(16)
Andy want it (Becky, 2;0.14)



(17)
He like the biscuit (Carl, 2;3.04)



(18)
And Gail like train (Gail, 2;2,26)



(19)
Dolly want the animals (John, 2;5.20)



(20)
He need a special vehicle (Warren, 2;7.05)



Hoekstra and Hyams also offer a generativist account of this patterning, in which it is linked to the fact that, in true OI languages like Dutch and German, the infinitive is marked with an infinitival morpheme, whereas, in English, the infinitive is a bare stem. The assumption is that the presence of the infinitival morpheme in Dutch and German explains why OI errors in these languages have modal semantics and are restricted to eventive verbs, and the absence of an infinitival morpheme in English, explains why OI errors in English are not constrained in these ways. However, like Wexler’s account, Hoekstra & Hyams’ account makes qualitative rather than quantitative predictions – and hence cannot explain why Dutch and German OI errors do not always have a modal reading and are not entirely restricted to eventive verbs.
In a later paper, Freudenthal et al. (2009) investigated whether the Modal Reference Effect and the Eventivity Constraint in Dutch and German, and the absence or reduced size of these effects in English, could be explained in terms of the kind of input-driven account implemented in MOSAIC. This was done simply by marking infinitives that occurred in modal structures in the input, and then using this marking to determine whether the OI errors in the model’s output had been learned from modal contexts, on the assumption that OI errors learned from modal contexts would have modal semantics.
The results showed that the model was able to simulate both the tendency for Dutch and German OI errors to have modal semantics (i.e. to have been learned from modal contexts), and the significantly lower proportion of OI errors in English that have a modal reading. It was also able to simulate the fact that the vast majority of OI errors in Dutch and German are eventive (with the model producing eventive OI errors at rates of over 90% in each case), and the significantly lower percentage of eventive OI errors in English (with the model producing eventive OI errors at the significantly lower rate of 76%). Moreover, in both cases, the difference between Dutch and German on the one hand and English on the other could be traced back to the fact that, because (unlike Dutch and German) English does not allow subject-main verb inversion in questions, there are a large number of questions in English input in which an infinitive combines with a finite form of auxiliary DO. Since auxiliary DO does not have modal semantics, these questions provide a large number of non-modal contexts from which the English-speaking child can extract infinitive verb forms. Moreover, since, unlike modal auxiliaries, auxiliary DO tends to combine with both eventive and stative verbs, questions will auxiliary DO also provide contexts from which the English-speaking child can extract both eventive and stative infinitives. In short, because infinitives tend to occur in modal structures in Dutch and German, and English includes large numbers of compound finite questions with auxiliary DO, the idea that OI errors are learned from compound finite structures in the input not only provides a simple input-driven explanation of the modal reference effect and the eventivity constraint in Dutch and German; it can also explain the reduced size of these effects in English.
The cross-linguistic patterning of OI errors in declaratives and Wh-questions
Another challenge facing models of the OI stage is to explain the cross-linguistic patterning of OI errors in children’s declaratives and Wh-questions. Interestingly, the cross-linguistic pattern of errors in Wh-questions is different from the pattern of errors in declaratives. Thus, although children learning English make OI errors in both declaratives (e.g. Dolly eat biscuit) and Wh-questions (e.g. What Dolly eat?), and children learning non-OI languages such as Spanish rarely make OI errors in either declaratives or Wh-questions, children learning many OI languages (including Dutch and German) make OI errors in declaratives (e.g. Dutch: Dolly koekje eten, German: Dolly Keks essen (Dolly biscuit eat-inf)), but do not make such errors in Wh-questions (e.g. Dutch: Wat eet Dolly? (What eat-FIN Dolly?) but not Wat Dolly eten? (What Dolly eat-inf?) German: Was isst Dolly? but not Was Dolly essen?).
This pattern presents problems for some generativist accounts of the OI stage. For example, Rizzi’s (1993/1994) truncation account predicts that children learning OI languages will make OI errors in declaratives but not in Wh-questions and therefore cannot explain why English-speaking children make OI errors in both declaratives and Wh-questions. Wexler’s UCC account, however, does not suffer from this problem, since it predicts that OI errors will occur in both declaratives and Wh-questions in English, but will be specifically blocked in Wh-questions in V2 languages like Dutch and German as a result of Very Early Parameter Setting. But how does an input-driven account fare with respect to this issue?
In a recent paper, Freudenthal et al. (2015a) showed that a modified version of MOSAIC, with an edge-based bias in learning could simulate the pattern of OI errors in declaratives and Wh-questions across English, Dutch, German and Spanish. More specifically, they showed that a version of the model that learned to produce both utterance-final strings and concatenations of utterance-initial chunks and utterance-final strings was able to capture the cross-linguistic patterning of OI errors in declaratives by learning from declarative input, and the cross-linguistic patterning of OI errors in Wh-questions by learning from interrogative input. Interestingly, the reason MOSAIC was able to capture the pattern in Wh-questions is that there is a critical difference in the way that Wh-questions are formed in English compared to Spanish, Dutch and German – namely, that English does not allow subject main-verb inversion. This difference means that all Wh-questions in English contain a compound finite verb and hence a context from which an interrogative OI error can be learned (e.g. What (does) dolly eat?), whereas most Wh-questions in Spanish, Dutch and German contain a simple finite main verb (e.g. Spanish: ¿Qué come Dolly? Dutch: Wat eet Dolly? German: Was isst Dolly?), and hence do not provide such a context. The implication is that the idea that OI errors are learned from compound finite forms in the input can not only explain the cross-linguistic patterning of OI errors in declaratives, but can also be extended to explain the cross-linguistic patterning of OI errors in Wh-questions.
Comparing MOSAIC and the Variational Learning Model
Probably the most important advantage of input-driven accounts of the OI stage is that they can explain graded quantitative variation in the rate at which children produce OI errors in different languages. It is therefore worth considering whether such variation can also be explained within a generativist framework. One generativist model that takes graded quantitative variation in rates of OI errors seriously is Legate and Yang’s (2007) Variational Learning Model (VLM).
The VLM is a probabilistic parameter setting model according to which the child’s grammar at any particular point in development consists of a population of innately derived hypotheses whose composition changes in response to linguistic information in the environment. The child is assumed to entertain a number of possible parameter settings, each of which is associated with a particular probability. When a particular parameter setting is used to parse linguistic data, it is rewarded by utterances that are consistent with this setting and punished by utterances that are not. The child is assumed to converge on the correct grammar of the language by gradually abandoning hypotheses that are not consistent with the input data. However, the probabilistic nature of the parameter-setting process means that there will be a period during which the child continues to entertain two or more competing hypotheses – and hence continues to make errors – and that the length of this period will vary depending on the amount of evidence for the correct parameter setting that is available in the input language.
According to the VLM, OI errors reflect the fact that children learning tense-marking languages (i.e. languages with a [+Tense] grammar) initially entertain the hypothesis that they are learning a non-tense-marking language like Mandarin Chinese (i.e. a language with a [−Tense] grammar). This hypothesis is gradually abandoned as a result of exposure to utterances in the input language in which tense is overtly marked, which reward the [+Tense] grammar and punish the [−Tense] grammar. The VLM therefore predicts that children learning a morphologically rich language such as Spanish will make few OI errors and emerge from the OI stage relatively early, because a large proportion of the utterances in their input reward the [+Tense] grammar, whereas children learning a morphologically impoverished language such as English will make more OI errors and emerge from the OI stage relatively late, because a large proportion of the utterances in their input are consistent with the [−Tense] grammar.
Legate and Yang (2007) tested the VLM by deriving corpus-based measures of the extent to which English, French and Spanish input reward the [+Tense] grammar and showed that Spanish input rewards the [+Tense] grammar more than French input, and that French input rewards the [+Tense] grammar more than English input. Since rates of OI errors tend to be very high in English, relatively low in French and very low in Spanish, these results provide some support for the VLM. However, given that the model is intended to capture variation across the full range of tense-marking languages, evaluating its success on one language with very high rates of OI errors and two languages with relatively low rates of OI errors might be regarded as rather a weak test of its predictions. Freudenthal et al. (2010) therefore conducted a stronger test of the VLM by testing its predictions on a wider range of languages (English, French and Spanish, but also Dutch and German) and comparing its ability to explain the cross-linguistic data on OI errors with that of MOSAIC. In order to compare MOSAIC and the VLM on a level playing field, they developed a new method that allowed them to simulate OI errors in English both with and without subjects. This simply involved marking infinitives in the English input corpora for whether they occurred in a third person singular context such as ‘he can go’ and then using this marking to identify OI errors without subjects in the model’s output (i.e. infinitive forms that had been learned from compound finites with third person singular subjects and hence could be assumed to have third person singular semantics). They also sought to differentiate more clearly between the two accounts by testing a prediction specific to the MOSAIC account, namely that there would be a significant correlation between the extent to which particular verbs occurred as OI errors versus correct finite forms in children’s speech and the extent to which those verbs occurred as infinitives in compound finite structures as opposed to finite forms in simple finite contexts in the input. Note that MOSAIC predicts such a correlation because it assumes that OI errors are infinitives learned directly from compound structures in the input. The VLM, on the other hand, does not predict such a correlation since, like the UCC account, it assumes that OI errors reflect an underlying difference in the child’s grammar rather than differences in children’s knowledge about particular verbs.
With respect to the first of these questions, Freudenthal et al.’s results showed that, although both MOSAIC and the VLM were surprisingly good at explaining differences in the rate of OI errors across Spanish, French, German and Dutch, both models were unable to explain the substantially higher rates of OI errors in English than in any of the other four languages, with both models actually predicting higher error rates in Dutch than in English. In the case of MOSAIC, this reflected the fact that infinitives are restricted to utterance-final position in Dutch, which results in a much higher proportion of infinitives in utterance-final position in Dutch than in English. In the case of the VLM, it reflected the higher proportion of tense-marked copulas and tense-marked forms of auxiliary BE in progressive constructions in English, which means that there is actually more overt evidence for tense-marking in English than there is in Dutch. With respect to the second question, their results revealed significant correlations between the rate at which children produced particular verbs as OI errors and the rate at which those verbs occurred as infinitives in compound finite structures in the input in all 5 languages. As noted above, MOSAIC predicts such verb-specific effects because it assumes that OI errors are infinitives learned directly from compound structures in the input. The VLM, on the other hand, does not since, like the UCC account, it assumes that OI errors reflect an underlying difference in the child’s grammar, which allows the child to use non-finite forms in finite contexts.
These results are important for two reasons. First, the finding of lexical effects across all 5 languages provides further support for the view that OI errors are learned directly from compound finite structures in the input. The implication is that, by abstracting away from the fine-grained lexical properties of the input (e.g. the fact that some verbs are more likely to occur as infinitives in the input and others as finite verb forms), probabilistic parameter-setting models such as the VLM operate at too high a level to explain the cross-linguistic data. In fact, as Freudenthal et al. (2010) point out, the VLM is not only unable to explain the lexical effects identified in their study, but also the kind of semantic effects discussed by Hoekstra and Hyams (1998). This is because it assumes that OI errors reflect the probabilistic use of a [−Tense] grammar and therefore predicts that OI errors will occur at similar rates in all tensed contexts (whether modal or non-modal) and on all verbs (whether eventive or stative). Second, they suggest that neither the VLM nor the input-driven account of OI errors implemented in MOSAIC can explain the full range of variation in rates of OI errors across languages, with both having particular problems accounting for the very high rate of OI errors in English. At first sight, this conclusion may seem to be at odds with the results of Freudenthal et al.’s earlier work in which MOSAIC provided a good fit to data on the rate of OI errors in English. However, it is important to note that previous simulations of English focused on only a subset of the English data: the data on OI errors with third person singular subjects. A key feature of Freudenthal et al.’s (2010) simulations was that, in order to compare MOSAIC and the VLM on a level playing field, they developed a new method that allowed them to simulate OI errors in English both with and without subjects. This method revealed a much higher rate of OI errors in English than in Dutch at MLU = 2.0, which neither MOSAIC nor the VLM is able to explain.
The problem with English
Freudenthal et al.’s (2010) results suggest that English may present a particular problem for input-driven accounts of the OI stage. However, Freudenthal et al. also point to a difference between English and the other OI languages that they simulate which provides a potential solution to this problem. This is the fact that, in English, the infinitive is homophonous with the most frequent finite verb form in the language: the bare stem. As we have already seen, there is evidence from some more highly inflected languages (e.g. Portuguese and Spanish) that young children sometimes make verb-marking errors in which they use the most frequent finite form of the verb in the wrong person/number context (see also Räsänen, Ambridge and Pine (2016) and Engelmann, Kolak, Granlund, Szreder, Ambridge, Pine, Theakston and Lieven (2019) for evidence that young children make the same kind of errors in Finnish and Polish). Such errors are readily distinguishable from OI errors in these more highly inflected languages (though some researchers have argued that they should be viewed as OI analogues). However, they would be indistinguishable from OI errors in English. Moreover, one might expect the English-speaking child to be particularly prone to such errors given that the bare stem is used in 5 of the 6 person/number contexts in the present tense paradigm (i.e. 1sg, 2sg, -1pl, 2pl and 3pl). Freudenthal et al. therefore argue for a Dual-Factor Model of verb-marking errors according to which the very high rate of OI errors in English reflects the fact that some of these errors are genuine OI errors learned from compound finite structures in the input, and some of these errors are agreement errors that reflect the tendency of the child to default to the most frequent form of the verb when the correct form is only weakly represented in the child’s system.
Räsänen, Ambridge and Pine (2014) provide evidence in support of the Dual-Factor model in the form of an elicitation study of young children’s use of 3sg -s in present tense contexts. Their results show a significant relation between children’s tendency to use bare forms of particular verbs in 3sg present tense contexts and the relative frequency with which these verbs occur as bare versus third person singular forms in finite present tense contexts in English child-directed speech. This effect is difficult to explain under the assumption that English-speaking children’s use of zero-marked forms in 3sg present tense contexts are OI errors, and suggests that at least some of English-speaking children’s verb-marking errors reflect a process of defaulting to the bare stem. Further support for this view is provided by Freudenthal et al. (2015b), who show that a version of MOSAIC that combines the model’s utterance-final bias in learning with a frequency-based defaulting mechanism can not only simulate the very high rate of OI errors in English, but also the tendency of Spanish-speaking children to produce third person singular (3sg) forms in non-3sg contexts (Aguado-Orea & Pine, 2015; Radford & Ploenning-Pacheco, 1995). Together these findings suggest that it may be possible to develop a more comprehensive input-driven account of the pattern of verb-marking errors in young children’s speech, but that, in order to do so, it will be necessary to acknowledge both that OI errors are not the only kind of verb-marking errors that children make during the early stages, and that learning verb-marking errors from more complex structures in the input is not the only kind of mechanism required to explain the errors that children make.
An input-driven model of the pattern of verb-marking error in children with DLD?
One remaining question facing input-driven accounts of OI errors is whether they can explain the pattern of verb-marking error in children with DLD. Recall that one of the advantages of Wexler’s UCC account is that, in addition to explaining cross-linguistic variation in rates of OI errors in typically developing children, it also provides a potential explanation of the verb-marking deficit in children with DLD. But how does an input-driven account of OI errors fare with respect to this issue?
MOSAIC and the Dual-Factor model have so far only been used to simulate data on typically developing children, but the ideas implemented in MOSAIC have been incorporated into Leonard and his colleagues’ Competing Sources of Input account of the pattern of verb-marking deficit in children with DLD (Leonard, 2014; Fey, Leonard, Bredin-Oja & Deevy, 2017). According to this view, OI errors in children reflect the inappropriate extraction of non-finite sequences (e.g. ‘the dog bark’ from complex structures in the input (e.g. Did the dog bark? We heard the dog bark). These sequences are represented alongside finite sequences (e.g. the dog barks), with which they compete for expression in the child’s system, and this competition persists for longer in children with DLD because of a weakness in their ability to process the finite verbs or auxiliaries earlier in the sentence that make these sequences grammatically correct in context.
Leonard and his colleagues provide support for this view using a number of different experimental paradigms (e.g., Leonard & Deevy, 2011; Leonard, Fey, Deevy & Bredin-Oja, 2015; Purdy, Leonard, Weber-Fox & Kaganovich, 2014). They also provide evidence that at least some of the OI errors in English-speaking children with DLD reflect a process of defaulting to the bare stem. Thus, Kueser, Leonard and Deevy (2018) replicate Räsänen et al.’s (2014) study in a group of children with DLD and a group of language-matched controls. Their results show a significant relation between the tendency to use particular verbs as bare forms in 3sg present tense contexts and the relative frequency with which those verbs occur as bare versus third person singular forms in the input in both groups of children, with the children with DLD also producing significantly more bare forms in 3sg contexts than the typically developing children.
When taken together these findings suggest that a modified version of the Dual-Factor model may not only provide a plausible model of the cross-linguistic pattern of verb-marking errors in typically developing children, but also a plausible model of the pattern of verb-marking error in English-speaking children with DLD. It remains to be seen whether this kind of account can be further extended to explain the pattern of verb-marking error in children with DLD across a range of different languages.
Conclusion
Since the mid 1990s, research on the pattern of verb-marking error in children’s early language has been dominated by the view that these errors reflect the incorrect use of non-finite forms in finite contexts. The vast majority of this research has been conducted within the generativist tradition and has assumed that OI errors reflect an underlying maturational difference between the child and the adult grammar. However, it has become increasingly clear in recent years that there are aspects of the cross-linguistic data that are difficult to explain in these terms. What we have tried to show in this chapter is that many of these aspects of the data can be readily explained under the assumption that OI errors are learned directly from the input as a result of weaknesses in the child’s ability to process longer utterances. These include the graded quantitative variation that is found in rates of OI error across languages; the semantic conditioning effects on OI errors in most OI languages and the reduced size of these effects in English; the different cross-linguistic patterns that are found with respect to the rate of OI errors in declaratives and Wh-questions; and the kind of verb-marking errors that children make in addition to OI errors as they master the inflectional paradigms of their language. In short, an input-driven account of OI errors can explain not only the basic OI phenomenon, but also a number of features of the data that cannot be adequately explained by any current generativist accounts. The implication is that the cross-linguistic pattern of verb-marking error in children’s early language does not reflect an underlying maturational difference between the child and the adult grammar, and can only be properly understood by focusing on the relation between the kind of errors that young children make and the semantic-distributional properties of the language to which they have been exposed.
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Appendix.Summary of how MOSAIC has been developed over time to simulate a wider range of OI-related phenomena
MOSAIC1
This version of the model learned to produce progressively longer utterance-final phrases from corpora of child-directed speech and learned OI errors (such as ‘Toren bouwen’ Tower build-inf and ‘She want it’) from compound finite structures in the input (such as ‘Mama gaat een toren bouwen’ Mummy’s going to build a tower’ and ‘Does she want it?’). Freudenthal, Pine, and Gobet (2006) showed that it could simulate developmental changes in the rate of OI errors in Dutch and the rate of OI errors with third person singular subjects in English. Freudenthal, Pine, Aguado-Orea, & Gobet (2007) showed that the same mechanism, implemented in a slightly different way, could simulate developmental changes in the rate of OI errors in Dutch, German and Spanish and the rate of OI errors with third person singular subjects in English.
MOSAIC2
This version of the model implemented MOSAIC’s utterance-final bias in the same way as Freudenthal et al. (2007). However, in order to model the Modal Reference Effect and Eventivity Constraint, infinitives in the input were coded for whether they occurred in a modal context (i.e. as part of a compound finite structure including a modal verb), and this coding was used to differentiate between modal and non-modal OI errors in the model’s output. Since this modification results in the model learning separate representations for the same verb form (e.g. ‘play’ and ‘play-modal’) depending on the context in which it is encountered, it has the potential to affect the shape of the MOSAIC network and hence the model’s ability to simulate the developmental data. However, Freudenthal, Pine, and Gobet (2009) showed that a model that learned from input modified in this way was able to replicate Freudenthal et al.’s (2007) results for Dutch, German and English. They then went on to show that this version of the model was also able to simulate the Modal Reference Effect and Eventivity Constraint in Dutch and German and the absence or reduced size of these effects in English. In both cases, the difference between Dutch and German on the one hand and English on the other reflected the fact that because (unlike Dutch and German) English does not allow subject-main verb inversion in questions, there are a large number of questions in English input in which an infinitive combines with a finite form of auxiliary DO. These questions provide contexts from which the model learns both non-modal OI errors and OI errors with stative verbs.
MOSAIC3
This version of the model involved two important modifications. First, it differentiated between interrogative and non-interrogative utterances in the input and represented strings learned from these different types of utterances separately. Second, it implemented learning from both the beginning and the end of the utterances and included a mechanism for concatenating utterance-initial and utterance-final phrases. These modifications allowed the model to learn OI errors with subjects from non-interrogative input (e.g. ‘He (can) go there’) and OI errors in Wh-questions from interrogative input (e.g. ‘Where (does) that go?). Freudenthal et al. (2010) used this version of the model in their comparison of MOSAIC and Legate and Yang’s (2007) Variational Learning Model and showed that it was able to simulate cross-linguistic variation in the rate of OI errors during the early stages across Dutch, French, German and Spanish, but seriously underestimated the rate of OI errors in English when OI errors without subjects were included in the analysis. Freudenthal, Pine, Jones and Gobet (2015a) showed that this version of the model was able to replicate Freudenthal et al.’s (2007) results with respect to Dutch, German, Spanish and English while at the same time simulating the cross-linguistic pattern of OI errors in Wh-questions. However, drawing such a strong distinction between interrogative and non-interrogative utterances in the input effectively removes the mechanism by which MOSAIC learns large numbers of non-modal OI errors and OI errors with stative verbs in English – and hence the model’s ability to simulate the absence or reduced size of the Modal Reference Effect and Eventivity Constraint in English. Moreover, there is now substantial experimental support for the idea that English-speaking children (both typically developing children and children with DLD) can learn OI errors from questions (e.g. Theakston, Lieven, & Tomasello, 2003; Leonard et al., 2015), which suggests the need to reinstate this mechanism at least in some form. One way to do this without affecting the model’s ability to simulate question data would be to allow the model to treat questions as declaratives until the utterance-initial Wh-word or auxiliary is included in the model’s representation of the utterance. Such a mechanism is likely to interact with the different way in which questions are formed in Dutch/German and English to result both in higher rates of non-modal OI errors and OI errors with statives in English, and a differential increase in the overall rate of OI errors in English, which would go some way to addressing MOSAIC’s inability to simulate the very high rates of OI errors in English.
MOSAIC4:
This version of the model uses the same mechanism as Freudenthal et al. (2015a) to learn OI errors from compound finite utterances in the input. However, it also supplements this mechanism with an additional ‘defaulting’ mechanism designed to capture the fact that some apparent OI errors in English (and agreement errors in more highly inflected languages) appear to reflect a process of defaulting to the most frequent form of the verb stem (R.s.nen, Ambridge, & Pine, 2014; Aguado-Orea & Pine, 2015). The defaulting mechanism is implemented by replacing verb forms in the model’s output with higher frequency forms of the same verb when the relative frequency of the higher and lower frequency forms in the input exceeds a certain level. Freudenthal, Pine, Jones, and Gobet (2015b) showed that this version of the model was able to simulate the very high rate of OI errors in English during the early stages without affecting the previously good fit to the data on Dutch and Spanish, provided that the relative frequency measure is calculated over verb forms occurring in short utterance-final phrases. It also simulated the tendency of children learning Spanish to produce agreement errors involving the use of 3sg verbs in non-3sg contexts during the early stages. Finally, it is worth noting that, since the defaulting errors produced by the model in English usually involve the substitution of a bare stem into a non-modal context and can involve both eventive and statives verb, the defaulting mechanism implemented in this version of the model also provides an alternative way of simulating the relatively high proportion of non-modal OI errors and OI errors with stative verbs in English compared to Dutch and German.
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AbstractHumans have an innate capacity to learn language. This is an undisputed fact. However, what this capacity actually consists of has yet to be worked out in full detail. The main reason for this is that language is an abstract capacity which manifests in thousands of languages that vary widely in every possible domain, and which change continuously over time. Furthermore, empirical research shows that linguistic features of individual languages can influence the learning process and so bias any generalizations about the human capacity for language learning. Thus, any understanding of language or its development must be considered in a cross-linguistic perspective. However, current research in the field has focused on only a small subset of the world’s languages; we have only scratched the surface of what children must learn and how they do it. In this chapter, I offer a solution to this sampling bias. The solution is a maximal diversity approach, which samples from languages that are as structurally diverse as possible. This allows us to simulate the linguistic variability that children must be able deal with in being able to learn any language. Maximum diversity sampling promises insights into the general mechanisms which underlie language development and how distributions of linguistic features in the input work hand in hand with these mechanisms.

Preface
Language structure alone is not what matters in understanding language development; culture is equally important. This is probably the most important insight Elena taught me, and it radically changed my view on how we should approach the central questions of language development. I feel very honored to contribute to this celebration of Elena’s work and her ground-breaking research in the field of language development. It has always been tremendously exciting to be included in the group of close colleagues and friends of Elena’s and to discuss these issues. Ever since I met Elena many years ago at Berkeley, she has had an enormous influence on my research and thinking. Her work on cross-cultural differences made me realize that radical cross-cultural studies are as important as radical cross-linguistic studies to understand language development. I was privileged to discuss these points with her in the presence of real life experiences when we did field work together in Nepal wondering whether we could convince the Maoist rebels to allow us to conduct our study. This experience heavily influenced my thinking and the way I live my life, but most importantly, my current understanding of the role of diversity in language development research. What I offer here is the result of Elena’s influence.
Introduction
The ultimate goal of research on language development is to understand how infants can learn language. It goes without saying that any theory of language development needs to hold for all languages. However, and here comes the big challenge, studying this process is necessarily tied to the study of individual languages. Moreover, it is far from clear whether the strategies and findings from one language can be extrapolated to any other or even all languages. After decades with a near-exclusive focus on English and other WEIRD (“western”, “educated”, “industrialized”, “rich”, “democractic”) languages (Henrich et al., 2010), cross-linguistic research has finally begun to enter the mainstream. By now it has become widely accepted that we need to test our theories on a range of languages that is as wide as possible. This holds for both (i) theories about underlying general cognitive mechanisms including learnability issues and (ii) theories about how language-specific features such as case, number, or tense are learned. This paradigm change was initiated by Dan Slobin (1985, 1997), who emphasized the extreme diversity in structural affordances in the languages of the world, and by Elena Lieven (1994, 2010), who emphasized that the diverse cultural environments in which children grow up play an equally important role for understanding the developmental process (also cf. Ochs, 1988).
These insights and a growing number of results on the developmental processes in typologically diverse languages have advanced the field immensely, establishing linguistic and cultural diversity as a key component in theory testing. However, what has been missing up to now is a coherent theory of sampling and assessing this linguistic diversity. Such a theory is crucial if we want to develop and test theories that hold for any language, and not only the set of languages we happen to look at in a given study. In what follows, I sketch the basics of such an approach (Sections 3 and 4) and then show how it allows us to detect universal mechanisms of language development (Sections 5 and 6).
Cross-linguistic diversity: Why care?
In contrast to most other species, our communication system is not fully determined genetically; rather, it varies spectacularly as a function of cultural dynamics. For example, current estimates place the number of human languages at 7,000, and these languages can vary in potentially extreme ways from one another. Further, these differences are constantly evolving under the pressures of real-time communication: languages come and go and constantly change as a result of noisy communicative interaction and varied conventionalizations.
Being able to learn any of these highly complex linguistic systems suggests a fantastic plasticity of the human brain. While the cognitive toolkit that children bring to language acquisition is arguably the same everywhere, the building blocks and composition of each language are widely diverse. For example, is there case marking that needs to be acquired? Or switch-reference? Or noun incorporation? The great challenge of developmental theories is thus to explain, on the one hand, the underlying cognitive mechanisms, and, on the other hand, the features and their combinations in individual languages that make learning of these systems possible.
All languages come with their own pecularities and diversity extends to all linguistic levels. For example, there is no fixed phoneme inventory as previously assumed in language development literature (Hoff, 2009). Every possible sound a human can make can be turned into a phoneme, and some language will do so (Moran, 2012). Further, words are not cross-linguistically stable units (Haspelmath, 2011), and vary radically across languages, especially in their phonological cohesion (Schiering et al., 2010; Bickel & Zúñiga, 2017). Detecting the category word is therefore a language-specific task for children. But it is a crucial prerequisite for any further, advanced pattern detection. Another example is parts of speech. Nouns, verbs, adjectives and adverbs are sometimes assumed to be universal classes of parts of speech. However, closer inspection shows that these categories are not the same in all languages, neither with respect to their range nor with respect to their semantic content. For instance, there are languages such as Kharia (Munda, South-India) (Peterson, 2010) that do not distinguish nouns and verbs. This is a surprising feature given that nouns and verbs are often considered to be the building blocks of any human language (Kemmerer, 2014).
Another instructive example is the mismatch between adjectives and property concepts (sizes and dimensions like ‘long’ or ‘flat’, feelings like ‘sad’ or ‘happy’, states like ‘fresh’ or ‘old’, colors, etc). Such concepts are expressed in many different ways in the languages of the world (Dixon, 1982). In the Indo-European languages that we typically study, properties are mostly expressed by adjectives. Other languages express them by classifiers, others still by verbs, or by nouns, or a combination of all these. At the same time, establishing the relevant parts of speech is not a trivial endeavour. Whether we classify something as a noun or a verb depends on our theory – in other words, whether we determine parts of speech chiefly by syntactic or morphological criteria (Dixon, 1982; Palancar, 2006). Further, within syntax and morphology, criteria do not necessarily converge on the same set of lexical items (Croft, 2000). Palancar (2006) shows that in Otomi, properties fall into two groups, one expressed by verbs and one by nouns, but none by any category resembling adjectives. If we are interested in how the expression of properties develops in children, these different structural options need to be factored into our comparisons. Otherwise we will be comparing apples with oranges.
Thanks to Slobin’s and Lieven’s efforts, comparisons have become considerably more careful. However, what has not changed so far is that comparisons are most commonly conditioned by convenience, focusing on languages that the researcher happens to know. But this is highly problematic. It is as if a biologist would make generalizations about the ontogeny of locomotion in mammals by looking only at kangaroos and comparing their locomotion with that of whales, while at the same time ignoring the rest of the walking species of mammals. And this is indeed exactly what we most often do in developmental research: We take a language, look at some developmental pattern, and compare it to a handful of other languages that happen to be at hand. Finally, we derive universal principles of learning from this sample of convenience.
Take for instance the well studied phenomenon of the English plural. The English plural is our biologist’s kangaroo, i.e. it is not a very representative member of its species, because English makes the typologically unusual distinction of regular vs. irregular plurals. This unusual distinction is taken as a basis for a universal theory of learning: the dual route theory of how morphological category learning works (Marcusl, 1995, Marcus et al. 1992, Prasada & Pinker, 1993). All subsequent research on category learning accordingly had to engage with this theory even though it had a very thin data base. This is indeed as if we had based our theory of the ontogeny of mammalian locomotion entirely on the two-legged hopping behavior of kangaroos. We would then ask all researchers taking up this topic in another species of mammals to first show that their species doesn’t actually hop like the famous kangaroo or prove that its locomotion couldn’t best be understood as hopping on a more abstract level. Coming back to our plural, subsequent studies on German (Behrens, 2002; Bittner & Köpcke, 2001; Köpcke, 1988, 1998) indeed showed that plural learning in German cannnot be explained by dual-route learning because there are just too many distinctions, going far beyond the regular vs. irregular distinction. More importantly, we do not yet know what lies beyond this diversity of plural marking strategies – for example, how are plurals acquired in languages that distinguish between optional and obligatory marking, or in those for which number interacts with possession or case marking, or where there are mismatches between plural marking on nouns vs. in agreement morphology.
To move forward, we urgently need to overcome selective and biased approaches. Just like progress in the ontogeny of mammalian locomotion requires a systematically phylogenetic purview, language development research needs to embrace diversity systematically and thus must eschew its traditional biases or convenience samples.
But how? Which languages do we sample? Which languages should we choose when developing and testing our theories and when we want to ensure they are really generalizeable, hence universal?
How we best approach this challenge will depend mainly on our research questions. For example, the quest for cognitive mechanisms warrants a different sample of languages than the quest for understanding how language specific categories such as for instance case develops. Both, however, demand a typologically grounded sample of languages. I submit that (i) comparative typological research is the basis of all general claims about development and (ii) only with a rigorous and theoretically grounded sampling approach will we be able to make statements that overcome the ‘kangaroo bias’.
The maximum diversity approach
The main question we need to address is: how can we sample languages to represent the diversity of linguistic features in the best possible way? The textbook answer to sampling from diversity is random sampling. But this is only helpful if random samples can be taken multiple times. A single random sample risks biases, e.g. one might oversample languages with rich morphology, or languages from Africa. Stratification of the sample would not be of much help because structural diversity is distributed in extremely uneven ways. Linguistic family relations, for example, are not necessarily a good indicator of diversity (Nichols, 1992).
Multiple, repeated sampling of languages is impossible both for experimental research and for naturalistic observations and their annotations, i.e. longitudinal corpora. Worse, even if we had unlimited resources, we couldn’t randomly sample from strata that have only a single member: we can’t randomly sample from the language family that Basque belongs to (there is only one!), and we can’t randomly sample from languages without noun vs. verb distinctions (because we know only extremely few). Thus, random sampling does not solve the risk of biases (Janssen et al., 2006).
The alternative is systematic sampling. To take up again the comparison with research on principles of mammalian locomotion ontogeny, this means that we wouldn’t randomly sample from the range of known mammals (which, incidentally, is roughly in the same ballpark as the number of known languages; Burgin et al., 2018), but we would strategically put together a set of model species that represent all major types of locomotion (two-legged, four-legged, swimming, hopping, walking, etc.). This is in fact very close to what biologists would do. The basic idea is to ensure that we capture diversity systematically, not haphazardly.
A method that implements this idea is the maximum diversity approach to sampling (Stoll & Bickel, 2013). In this approach we maximize structural diversity in a number of relevant linguistic features, keeping efforts sufficiently small so that rich longitudinal datasets can be collected and analyzed. We achieve maximum diversity by systematically comparing languages with respect to a number of relevant variables and selecting those languages which differ maximally across these variables. Concretely, we determined 12 grammatical variables, ranging across morphology and syntax, verbal and nominal domains: presence of verb agreement, possessor agreement, grammatical case, alignment splits in verb agreement, alignment splits in case, polyexponence, inflectional compactness, syncretism, flexivity, verbal synthesis, nominal synthesis, and word order.
We then took databases that code languages for these variables from WALS (Dryer & Haspelmath, 2013) and AUTOTYP (Bickel et al., 2017) and performed a fuzzing clustering, maximizing the structural distance (featural dissimilarity) between languages (Kaufman & Rousseeuw, 1990). This resulted in 5 clusters of maximally diverse languages (see Figure 1). For each of the 5 clusters we then chose two languages for which longitudinal corpus data with morpheme glosses were available or could be developed (see Stoll & Bickel, 2013).
Figure 1.Maximum diversity approach
Figure 1.

































































































  


  


  





  
  
  
  
  


  
  
  
  


  


  
  
  
  
  
  
  
  
  


  


  
  
  


  


  
  


  


  
  
  
  
  
  
  
  
  


  
  
  
  



  
  
  
  



  
  
  
  
  


  
  
  
  


  
  
  
  
  


  
  
  
  


  


  
  
  


  


  
  


  


  
  
  
  
  


  
  
  
  


  


  
  
  
  
  
  
  


  
  
  
  
  
  
  


  
  
  
  
  


  
  
  
  



  
  
  
  
  
  
  
  



  


  
  


  


  
  
  






In a large cooperative project, we then built the ACQDIV database that normalizes these corpora and allows systematic comparisons (Moran et al., 2016). The ACQDIV database comprises languages which differ sufficiently strongly in their structures so that if we find commonalities in the acquisitional patterns, these commonalities are good candidates for general, language-independent principles of linguistic ontogeny. I now turn to an application of this idea.
Input universals
Regardless of whether we assume a faculty of language in a narrow sense (Hauser et al., 2002) or a combination of general cognitive mechanisms as the basis for language, one of our main challenges remains to explain how children learn to segment linguistic units from the input, attribute meaning to these units, remember them, imitate them, and ultimately recombine them in a productive manner. Underlying all these steps are powerful mechanisms of extracting and remembering patterns from the speech that children are exposed to. This is the question that is at the heart of current language development research. In what follows, I propose that the maximum diversity sample of longitudinal data promises insight into the nature of universal mechanisms of pattern extraction.
One of the of the issues that has plagued the field is that there are few – if any – absolute universals in the structure of human language (Bickel, 2007; Evans & Levinson, 2009). To be sure, there are many statistical universals (Bickel, 2014), but it is unclear how such trends could constrain how children extract and learn particular structures since many of the known statistical universals seem more driven by patterns in adult processing rather than in learning.
An alternative is that there are absolute universals, not so much in structure, but in pragmatics, i.e. in the interactional patterns that help us to interpret and conventionalize meaning (Gumperz & Levinson, 1996). Candidates for such potentially universal principles are the Gricean maxims, turn-taking mechanisms, and repair mechanisms (Brown, 2010). One important aspect of this proposal is what I call here Input Universals:
All languages, regardless of their structural differences, have similar distributional patterns in the use of linguistic units in child-directed speech, and these patterns are conditioned by conversational contingencies. I further hypothesize that these distributional patterns are ideally matched with the cognitive abilities that children have in terms of language learning. In other words, I conjecture that all languages are constrained by similar distributions of patterns which are themselves conditioned by the human cognitive system.
A critical notion in this hypothesis is that distributional patterns are found regardless of structural differences, i.e. that they hold independently of the rich diversity discussed above. Therefore, testing the hypothesis for any specific pattern requires longitudinal data of language use that are collected according to the principles of maximum diversity sampling that have been implemented in the ACQDIV database.
In what follows I present a number of results that provide initial evidence for the hypothesis.
Some candidates of input universals
We know that one of the first steps of learning a language consists in segmentation of the input into linguistic units. Segmentation requires the recognition of a unit and this is only possible if the unit or at least part of it is repeated within due time to recognize and recall the unit. Whether the segmentation is done via transitional probabilities (Saffran et al., 1996; Aslin et al., 1998), conditional probabilities, or some other distributional pattern, what is key is that the repetition of units holds within memorable time spans. Repetition of words in short conversational units is indeed an ubiquitous feature of child-directed speech, also known as variation sets (Küntay & Slobin, 1996, 2002; Brodsky et al., 2007; Onnis et al., 2008, 2011). Variation sets are partial or complete repetitions of individual lexical items within short interactional units focusing on a specific topic. Example (1) from Turkish (Küntay & Slobin, 1996, 270) of an variation set illustrates this pattern.
(1)
	Ver
give

 el-ler-in-i!
hand-pl-poss.2sg-acc

 
‘Give (me) your hands!’

	El-ler-in-i
hand-pl-poss.2sg-acc

 ver-ir-mi-sin?
give-aor-q-2sg

 
‘Will you give (me) your hands?’

	El-ler-in-i
hand-pl-poss.2sg-acc

 ver!
give

 
‘Give (me) your hands.’





Repetitions of this kind can help the language learner in various ways. First, they might help the child in speech segmentation, allowing them to single out a unit from the speech stream that occurs repeatedly in short intervals. Second, they provide simultaneous information not only about the relation with the extra-linguistic context but also with the linguistic contexts in which the unit can occur. In hearing the unit in different constructions, the child can gather a lot of structural information about the respective word or morpheme, i.e. with which other units it can occur, in what forms, etc. Research by Waterfall (2006) suggests that variation sets indeed support earlier word production in child speech. Indeed, variation sets have been found in a number of Indo-European languages such as English, Russian, Croatian, Swedish, French, (Wiren et al., 2016). Grigonyte & Björkenstam (2016) extended this approach to 23 corpora from CHILDES, including a number of language families. In a recent crosslinguistic analysis (Moran et al., 2018), we tested a number of diverse automatic extraction algorithms of variation sets using the ACQDIV maximum-diversity database of 10 languages (Moran et al., 2016; Stoll & Bickel, 2013) consisting of the following corpora: Russian, (Stoll & Meyer, 2008), Chintang (Stoll et al., 2019), Cree (Brittain, 2015), Inuktitut (Allen, 1996), Sesotho (Demuth, 2015), Japanese (Miyata, 2012), Turkish (Küntay et al., 2015), Indonesian (Gil & Tadmor, 2007) and Yucatec (Pfeiler, unpublished). We confirmed that variation sets are indeed a feature found in typologically extremely different languages no matter what definition of variation sets we applied. This suggests that variation sets are an excellent candidate for an input universal, as confirmed in our maximum-diversity sample of the ACQDIV database. However, in contrast to all previous studies, we did not find a uniform behavior across age. Previous studies have mostly found either a decrease in the number of variation sets as a function of the child’s age or no changes. In our study, a number of languages showed a similar decrease but some languages such as Chintang or Inuktitut showed an increase in the number of variation sets as a function of the child’s age (cf. see Figures 2 and 3, and Moran et al. (2019)). This suggests that even though variation sets are a robust feature in child-directed speech, their development over time shows language specific variation.
Figure 2.Variation sets in Chintang child-directed speech: Each line corresponds to the input proportion of variation sets per individual target child. The percentage of variation sets in the input includes the pooled data of the surrounding adults and non-target children
Figure 2.



















































































































  


  


  


  


  

  


  


  







  

  


  


  







  

  


  


  







  

  


  


  







  

  


  


  







  

  


  


  







  

























  
  
  
  


  
  
  


  
  
  


  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  


  


  


  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  


  
  


  


  
  


  
  
  
  
  
  
  
  
  


  
  
  
  


  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  






Figure 3.Variation sets in Russian child-directed speech: Each line corresponds to the input proportion of variation sets per individual target child. The percentage of variation sets in the input includes the pooled data of the surrounding adults and non-target children
Figure 3.






















































































































  


  


  


  


  


  

  


  


  







  

  


  


  







  

  


  


  







  

  


  


  







  

  


  


  







  





























  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  
  
  


  
  


  


  
  
  
  
  
  
  


  


  
  


  


  
  


  
  
  
  
  
  
  
  
  


  
  
  
  


  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  



Another potential candidate of universal biases in the structure of child-directed speech are word patterns at the beginning of utterances. In a study of English child-directed speech, Cameron-Faulkner et al. (2003) found that 51% of utterances addressed to children were covered by 52 item-based repetitive utterance-initial patterns of words, such as Are you X, Let’s X, etc. Since English has strict word order, this pattern might in principle be restricted to fixed word order languages. To test whether this distributional bias also holds for languages that allow for more word order variation, we compared results from English child-directed speech to Russian and German child-directed speech (Stoll et al., 2009). Russian has very flexible word order and German has more patterns than English but less variation than Russian. Further, the three languages vary from a morphological point of view, potentially influencing utterance initial repetitions: German and Russian exhibit different types of morphological features such as case marking in German and Russian but lack of copula and absence of articles in Russian, which would predict fewer fixed utterance-initial patterns. Interestingly, however, we found ubiquitous utterance-initial item-specific patterns in all three languages even though their length differed (Stoll et al., 2009). In all three languages, there were ubiquitous repetitions of the first 1–3 words covering over 70% of all utterances. This provides children with a relatively small inventory of highly repeated multi-word units, with restricted variation in predictable slots. These patterns can help to explain how children derive an early and lasting knowledge of combinatorics from the input.
Utterance-initial item-specific patterns are, however, not the only structural multielement repetitions that we find in the mining of child-directed speech. Another key pattern and good candidate for universal biases is what Mintz and colleagues (Mintz et al., 2002; Mintz, 2003) call ‘frequent frames’. Frequent frames are repetitive discontinuous patterns of two words with a slot in between (e.g. I X you). Mintz and colleagues found that the middle slot is usually occupied by an element of the same parts of speech. Thus the external frame provides a pattern that allows the child to focus on the middle part and at the same time indexes this middle part, thereby signalling its category (e.g. the frame the X is indexes X as a noun) and paving the road for learning the range and content of this category.
Recently, we tested the crosslinguistic validity of these findings in the ACQDIV database (Moran et al., 2016) looking at both word frames and morpheme frames (Moran et al., 2018). Notably, however, in the ACQDIV dataset we found significant proportions of discontinuous repetitive frames across languages only at the morpheme level but not at the level of words (roughly delineated in the corpora as stress-bearing units). This confirms that words are a very heterogenous unit which bear out differently at least in distributional patterning across languages (as mentioned in Section 3). More importantly, however, these findings at the same time suggest that structural diversity does not obstruct the possibility that there are robust universal distributional patterns in the input that children can rely on. In the case of frames, these units are morphemes. These findings so far strongly support universal biases in the input, but further patterns need to be investigated.
Conclusions
The last decades have seen a plethora of fantastically interesting new results and insights into language development. This step forward is mainly due to the leading role of Elena Lieven’s emphasis not only on the necessity to work cross-linguistically but also in her emphasis on including cross-cultural factors. This work has been fundamental for progress in the field of language development, now allowing us to take this endeavor even one step further. The biggest challenge for language development now is to explain how children are able to learn any of these extremely diverse variants of language. For many decades, developmental research on language has focused on the nature-nurture question and theoretical debates with little focus on empirical evaluation. With the rise of new insights into linguistic diversity, the focus of developmental research is shifting, and new doors have opened for testing old claims in new contexts. Moving diversity into the center of developmental research has changed the question from ‘what constitutes the core of language development’ to ‘what constitutes the language acquisition device in the broad sense’ (Hauser et al., 2002) – in other words to a focus on the role of external environmental, social, cognitive, physical and cultural components in language learning. What I have tried to convey in this chapter is the great challenge to elaborate a new systematic comparative approach that not only incorporates linguistic insights of typological research into developmental research but also adopts a systematic sampling approach as the basis for theory testing. The sheer unbounded variation of linguistic structures seems to have made our task more challenging than ever. Instead of cherry-picking or randomly choosing languages based on convenience, we need a more systematic approach of sampling to strengthen our confidence in universal claims. Maximum-diversity sampling, as proposed and incorporated in the ACQDIV approach (Moran et al., 2016), is one proposal to account for structural diversity. The next step would be to take cultural diversity into account as well and include this into our sampling strategies.
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Lessons from studying language development in bilingual children
Ludovica SerratriceUniversity of Reading

AbstractThe chapter starts by providing an overview of the many factors that contribute to children’s bilingual experience including the societal context and the social status of the two languages, the household composition and the access to native speakers, the age of first exposure, the distance between the two languages and patterns of code-switching. The second half of the chapter homes in on three areas of language development where bilingualism shapes the relationship with the input, plays a role in the relationship between processing skills and pragmatic skills, and affects representations across two languages. Within-language and across-language relationships in the first three years of word learning highlight the language-specific nature of the role of the input. The interaction between pragmatic skills, vocabulary size and lexical learning in a comparative monolingual-bilingual framework further unpack how much is language-specific in the course of early development. The final section moves beyond the lexicon to investigate the extent to which syntactic representations are shared across languages and how this affects cross-linguistic influence at the syntactic level in older pre-school children.

Preface
I first met Elena virtually when I read her 1997 paper with Julian Pine and Gillian Baldwin “Lexically-based learning and early grammatical development”. At the time I was in the middle of doing my PhD at the University of Edinburgh, and I was working on a case study of the acquisition of interrogatives and negatives in an Italian-English bilingual child. I had a very complicated generative grammar account of interrogatives in Italian with at least two AgrS specifier positions and several movement operations. Reading that paper changed the way I started thinking about how language-level and environmental-level properties of the input shape the acquisition process, and I had no idea that our academic paths would soon cross.
After finishing my PhD, I got a postdoctoral position at the University of Manchester, and, although I was not in the same school as Elena, I got to know her at the famous Chester reading group meetings every six weeks in Katie’s Tea Rooms with colleagues from Liverpool and Bangor. Those were the heydays of Earl Grey tea, carrot cake, and construction grammar. Elena’s pointed comments and her ideas invariably made us think that little bit more. She sometimes played devil’s advocate, and she always challenged us, as she continues to do every time she asks a question, running a hand through her hair, during a lab meeting, or at an international conference.
Introduction
Growing international migration and rising numbers of children who are exposed to two languages in early childhood have increased the profile of research on bilingual language development over the last forty years. Bilingual children are increasingly more common in schools, even in countries where they used to be the exception, and this is a rising trend. For example, in England alone, children with English as an additional language now represent more than 20% of the primary school population compared to 7.8% in 1997 (NALDIC EAL statistics 1997–2013; DfE School Census 2018), an almost three-fold increase in the last twenty years.
Despite the fact that bilingualism is the norm and not the exception in many parts of the world, the field of language development is still largely dominated by a monolingual mindset where the acquisition of one language is the benchmark against which bilingual acquisition is compared. There are both theoretical and practical reasons why a monolingual mindset is limiting in the study of language acquisition. From a practical point of view, because bilingual children are as vulnerable as monolingual children to developmental language disorder, speech and language therapists are seeing ever larger numbers of bilingual clients on their caseloads. There is therefore a need for clear and research-informed guidance for teachers and clinicians who are working with bilingual children, and researchers can only provide it if they have more evidence themselves. However, in this chapter I will focus on what bilingual language development can tell us about some fundamental theoretical questions about language development in general and about bilingualism in its own right.
What do we talk about when we talk about childhood bilingualism?
Studying language development in bilingual children entails a number of non-trivial challenges due to the inherent heterogeneity of the population. One of the main issues faced by researchers is one of definition, as the bilingual category is extremely broad and includes children that vary substantially along a number of dimensions: the societal context and the family environment in which they are raised, the language and the educational opportunities they have access to, and the typological distance between the languages they are acquiring (Dixon, Wu, & Daraghmeh, 2012; Floccia et al., 2018; Luk & Bialystok, 2013). These differences are not just terminological, because the theoretical claims that are made about bilingual language development are at least partly shaped by the kind of bilingual participants that are being studied. It is important to bear in mind that bilingualism adds several layers to the already complex picture of language development, and it is essential to factor in these differences when evaluating claims made about what is and is not possible/attested in bilingual and monolingual acquisition. Research findings may well differ depending on the type of bilingual children included in the studies, and it is therefore important to treat bilingualism as more of a gradient rather than a binary category.
The societal context in which children grow up can vary substantially, ranging from situations in which two languages have official status and there is educational support for both (e.g. Welsh and English in Wales, Basque and Spanish in the Basque Country, Catalan and Spanish in Catalonia, French and English in Canada), through contexts in which children live in de facto local bilingual communities and can access bilingual education to some extent although only one of the languages is official recognised (e.g. Spanish-English bilingual programs in the US; Gándara & Escamilla, 2017), to pockets of bilingual communities or individual bilingual families in which there is no formal educational support for the non-official language (e.g. Punjabi speakers in Australia, or Polish speakers in the UK). In situations in which children speak a language at home that is not the dominant language of the larger (national) society, that language is considered a heritage language (Rothman, 2009).
Household composition and parents’ own bilingual status can differ dramatically, giving rise to different family constellations of native and non-native speakers that have consequences for bilingual language development (Place & Hoff, 2011). The presence of two parents who are speakers of a heritage language increases the chances that their children will learn the heritage language alongside the majority language, as opposed to when only one parent is a speaker of the heritage language (De Houwer, 2007; Yamamoto, 2001). Input from several different speakers is more conducive to language development than the same amount of input from a smaller number of speakers; this has been shown to be the case for bilingual two-year-olds’ vocabulary and grammatical complexity (Place & Hoff, 2011). Another aspect of the input that plays a significant role in predicting children’s language skills is the nativeness of the input: input from non-native speakers with limited proficiency is less supportive of language development than input that comes from native speakers (Hoff & Core, 2013). Birth order and the presence of older siblings also contribute to the makeup of a child’s relative exposure to two languages. Later born children are more likely to be exposed to the majority language through their older siblings (Ellis, Johnson, & Shin, 2002), and parents are more likely to switch to the majority language in the presence of older siblings, thus reducing the amount of heritage language input.
The age of first exposure to two languages also adds to the environmental diversity among bilingual children, with some children qualifying as simultaneous bilinguals if they are exposed to two languages from birth or soon after (i.e. bilingual first language acquisition; De Houwer, 1990), and others as sequential bilinguals, or cases of early second language acquisition, when exposure to one language chronologically precedes the exposure to the other language (see Serratrice, 2018 for a discussion of the differences between bilingual first language acquisition and early second language acquisition).
Finally, the patterns of code-switching within the family and in the community may have an impact on bilingual children’s language development, though findings to date are inconsistent. One study reported significantly smaller receptive vocabularies in English for a group of 18-month-old bilinguals, and marginally smaller expressive vocabularies for 24-month-old bilinguals whose parents used a language mixing scale to self-report higher rates of intra-sentential code-switching, i.e. sentences containing words from both languages (e.g. Would you like a mela? (apple), Can you give me il cappello di papà? (daddy’s hat); English-Italian examples from Byers-Heinlein, 2013). Another study, which asked parents of Spanish-English speaking 25-month-olds to report the use of both languages in 30-minute blocks in a language diary, did not find significant correlations with the children’s lexical or grammatical abilities in either language (Place & Hoff, 2011). However, unlike Byers-Heinlein (2013), who specifically asked parents about intra-sentential code-switching, Place and Hoff (2011) more generally asked about the use of two languages without focusing specifically on intra-sentential code-switching. These two measures tap different features of the input that may have different consequences for children’s language development, hence the discrepancy between the two studies. In a more recent study, Place and Hoff (2016) asked mothers of Spanish-English bilingual 30-month-olds to record code-switching using two different measures: the language diary method previously used in Place and Hoff (2011), and the language mixing scale devised by Byers-Heinlein (2013). The results from the language diary replicated the findings of Place and Hoff (2011), while using the language mixing scale there was a marginal negative relationship between maternal intra-sentential code-switching and Spanish grammatical complexity. In yet another study investigating the relationship between code-switching and language, Bail, Morini, and Newman (2015) found no evidence that the degree of parental code-switching had a negative impact on the vocabulary development of a group of 17- to 24-month-old Spanish-English bilinguals. In fact, there was a significant positive correlation between intra-sentential code-switching and children’s vocabulary.
In the small numbers of studies that have investigated whether code-switching significantly affects children’s lexical and grammatical development, only one so far (Byers-Heinlein, 2013) has reported a negative correlation between intra-sentential code-switching and receptive vocabulary at the age of 18 months in only one of the children’s languages. On balance, however, code-switching does not seem to have detrimental effects for lexical acquisition and it is important to remember that code-switching is an integral part of the language experience for many – if not most – bilingual speakers. As such, it is always going to be a feature of bilingual language exposure to some extent.
The varied nature of the bilingual experience adds yet another multifaceted dimension to the typical variation that characterises language development in monolingual children; dealing with the range of variation in the bilingual population can therefore be challenging. Researchers need to be mindful of the many factors that affect the course of bilingual children’s language development and the gradient nature of bilingualism itself. At the same time, studying the emergence and development of two languages within the same individual provides an ideal opportunity to focus on the interaction between what the child brings to the language learning task (child-internal factors) and what they get from the language environment in their two languages (child-external factors). In essence, the bilingual child serves as their own control because the same individual – endowed with one set of linguistic and cognitive skills – needs to deal with two different sets of linguistic input. Assuming that the fundamental operation of language learning is driven by the child’s need to fulfil a communicative intent, their task is the same regardless of the language they need to learn. What is different is the way in which each language packages the form–function mapping, and this variation is also subject to a typological distance metric whereby some language combinations (e.g. Spanish-Catalan) will be considerably closer than others (e.g. English-Mandarin), a factor that has implications for language learning. For example, the relative distance in a bilingual’s language pair will affect the number of cognates across the two languages – that is, words that have the same (orthographic-) phonological forms cross-linguistically, such as gat-Catalan, gato-Spanish – and hence the extent to which lexical learning proceeds more or less in parallel. According to parental estimates in one recent study, almost a third of the total vocabulary size of 18-month-old infants learning two closely related languages like Spanish-Catalan is accounted for by form-identical cross-language words (Bosch & Ramon-Casas, 2014).
In the context of bilingual acquisition, the relative social status of the two languages, and the context in which each is learned, are additional sources of variability. Because variation in the linguistic environment at the family and societal levels is greater for bilingual than monolingual children, the study of the interaction between input within and across languages, as well as of child-internal linguistic and cognitive skills, can shed light on the complex relationship between them in a way that is not always possible with monolingual children. Tracking bilingual language development over time also allows us to tease apart the dynamic relationship between child-internal cognitive skills and language-specific input. For example, bilingual children who are exposed to English at the age of 4 years learn complex sentences faster than younger monolingual children (Paradis, Rusk, Sorenson-Duncan, & Govindarajan, 2017). Vocabulary size and morphological accuracy are greater the older the children are, when the amount of additional language knowledge is controlled for (Paradis, 2011). Finally, the study of the developmental course of the child’s two languages offers a window into the nature of within-language and across-language relationships as they unfold over time and the extent to which cross-linguistic influence manifests itself.
In the following, I will focus on three areas that exemplify the relationship between the input, child-internal processing skills and pragmatic skills, and representations across two languages. The first two sections address within-language and across-language relationships in early lexical learning in children up to the age of three; the interaction between pragmatic skills, vocabulary size and lexical learning in a comparative monolingual-bilingual framework. The final section moves beyond the lexicon to investigate the extent to which syntactic representations are shared across languages and how this affects cross-linguistic influence at the syntactic level in older pre-school children.
Word learning
Processing efficiency, language exposure and lexical acquisition
Word learning is a central aspect of linguistic development and an entry-level key to cracking the form–meaning mapping that is central to human communication. Vocabulary, specifically its size, is a good predictor of later language and literacy development, and the vast literature on word learning reflects the centrality of the lexicon in acquisition. Vocabulary size has also been linked to young children’s speed of processing – that is, the speed with which they can accurately recognise a target word (Fernald, Perfors, & Marchmann, 2006) – and to amount of language exposure (Weisleder & Fernald, 2013).
In children who are exposed to only one language it is not always straightforward to disentangle child-internal factors (e.g. speed of processing) from child-external environmental factors (e.g. language of exposure, relative amount of input in each language), and this is where studying bilingual children can clarify the issues. By keeping the individual constant and varying the sources of input, a clearer picture starts to emerge about the three-way relationship between vocabulary size, speed of processing and variation in the input.
One robust finding in the literature on monolingual acquisition is the positive association between quantity and quality of caregiver input, and children’s lexical skills (Hirsh-Pasek et al., 2015; Rowe, 2012; Rowe, Leech, & Cabrera, 2017). The recent debate about the ‘30 million word gap’ directly addresses the key role of quantity and quality of input in children’s environment with Golinkoff, Hoff, Rowe, Tamis-LeMonda, and Hirsh-Pasek (2019) arguing for the crucial importance of high-quality child-directed caregiver speech, and dismissing the claim that overheard speech should be factored in alongside child-directed speech as a bona fide source of usable input (Sperry, Sperry, & Miller, 2018). As Golinkoff et al. (2019) reiterate, high-quality input in early language development is characterised by the diversity and complexity of words and grammar, by the child’s joint engagement with gestures and words when interacting with an adult, by the fluency and connectedness of adult–child’s exchanges, and none of these can be features of overheard speech. Two recent studies investigating the neural correlates of language use and acquisition have further highlighted the crucial importance of hearing child-directed speech within a conversational context (Romeo et al. 2018), and in dialogic book reading (Hutton et al., 2017) – in other words, in settings in which children are active participants in the language exchange. These are contexts in which children actually converse with adults rather than passively listen to child-directed speech that does not require their response (e.g. watching a screen), or when they overhear language that is not directly addressed to them.
The emphasis that research on monolingual acquisition has placed on the role of input for language development is all the more important in the context of bilingual development as input to bilingual children also varies as a function of which language the child is addressed in, whether it contains code-switches, whether it comes from a native speaker, and whether it accounts for a relative majority or minority of total amount of input.
Parental questionnaires – usually versions of the MacArthur CDI (Fenson et al., 1994) – have been successfully used to assess the size of monolingual and bilingual children’s vocabularies (De Houwer, Bornstein, & DeCoster, 2006; Fernald et al., 2006; Pearson & Fernández, 1994; Stokes & Klee, 2009), but while this methodology has shown moderate concurrent validity with laboratory measures of vocabulary development (Marchman & Martínez-Sussman, 2002), it can only offer offline information on children’s lexical knowledge. Online measures of lexical processing, on the other hand, can tap into real-time language processing and provide further insight into how accurately and how fast children can recognise familiar words. While offline measures of vocabulary size tap into the child’s knowledge, online measures of language processing can reveal the mechanisms that underly that knowledge. The listening while looking paradigm (LWL) allows researchers a window into infants’ and young children’s real-time lexical recognition by tracking their eye gaze as they listen to a prompt that asks them to focus on one of two images on a screen (e.g. Look at the ball! when presented with a picture of a ball and a picture of a toy wagon). The speed with which children accurately identify the referent of a word in a lexical recognition task in the LWL procedure is a proxy for their lexical processing efficiency: the more efficient children are, the faster they turn their gaze to the target mentioned in the prompt. This processing dimension is crucial for a better understanding of the well-attested individual differences in lexical learning. Fast lexical recognition can free up resources to attend to other useful aspects of the referential context and thus contribute to more detailed, more robust, and more entrenched lexical representations. More importantly, speech is fast, with an average of 2.5 words per second, therefore sentence-level comprehension beyond individual words requires both anticipating upcoming information and integrating current information with subsequent information. Children who are efficient at lexical processing will quickly recognise a word in the speech stream and will need fewer exposures to the phonological form of the word, thus speeding up the process of vocabulary acquisition. Conversely, children who are less efficient lexical processors will need repeated exposures to the same word before linking the phonological form to the lexical representation; subsequently failure of lexical recognition will likely affect the integration of upcoming words in the speech stream and have a detrimental effect on sentence-level comprehension. Because the LWL procedure is a word-picture matching task, it includes a visual component alongside the auditory component and it taps into a multiplicity of skills aside from parsing the phonological form. Performing well in a LWL task minimally requires the encoding and recognition of visual images, the processing of the phonological form, and the matching of the target word to the appropriate referent. These are all operations that occur every day in children’s lives, although of course language is not always necessarily a running commentary on what they see, and adults can and do talk to children about referents that are not physically present in their immediate environment. Given the non-trivial task demands of the LWL paradigm, children’s performance can be more broadly informative of the general cognitive skills that are necessary in this type of lexical recognition task, and of individual differences. There is additional evidence that even prior to lexical recognition at the age of 12–18 months, individual differences in word segmentation at an earlier age of 7.5 months predict expressive vocabulary size at 24 months (Singh, Reznick, & Xuehua, 2012), and they do so alongside repetitiveness in maternal input and independently of it (Newman, Rowe, & Bernstein Ratner, 2016). The effect of child-level speech segmentation skills found after factoring in maternal input led Newman et al. (2016) to conclude that the segmentation tasks may be a measure of children’s processing skills that is independent of their environmental exposure.
Research addressing real-time lexical recognition using the LWL paradigm has repeatedly uncovered a link between infants’ and young children’s lexical processing efficiency, and their vocabulary size in different languages, and in both monolingual and bilingual populations (Fernald, Marchman, & Weisleder, 2013; Hurtado, Marchman, & Fernald, 2008; Hurtado, Grüter, Marchman, & Fernald, 2014; Legacy, Zesiger, & Friend, 2016; Marchman, Fernald, & Hurtado, 2010). Children who are efficient at recognising words in the speech stream have a clear advantage in avoiding a processing bottleneck. The faster and more accurately children process words as they hear them, the better they will be in parsing the input beyond word level and therefore making sense of larger language constituents. At the same time the more words children know, the faster and more accurate they will be at recognising them, so the relationship between lexical processing efficiency seems to be bidirectional in nature. Research with monolingual children using the LWL paradigm has shown that, by the age of 18 months, children who are more efficient at lexical processing have larger vocabularies than less efficient children and can also learn more words in the following 6 to 12 months. A positive relationship between lexical processing efficiency and receptive vocabulary has also been recently established for monolingual children as young as 12 months, particularly with accuracy on highly familiar words (Lany, Giglio, & Oswald, 2018). Those studies using the LWL that factored in a measure of language input additionally found that lexical processing efficiency mediates the relationship between child-directed speech and vocabulary (Hurtado et al., 2014; Weisleder & Fernald, 2013). The argument is that input provides an opportunity to the child to exercise those speech segmentation and lexical recognition skills that are crucial for language learning. For example, the more frequently the child hears the word ladybird, and in a variety of carrier phrases (e.g. Look at the ladybird, Isn’t that a lovely ladybird?, A ladybird just crawled up my arm), the more familiar they will be with segmenting the word ladybird in the speech stream, and the faster they will be at recognising the word on subsequent occasions. Essentially exposure automatizes speech segmentation, makes the lexical recognition process less effortful, and contributes to the entrenchment of new words. This mediating role of lexical processing efficiency between input and vocabulary goes counter to the idea that tasks using the LWL paradigm are a proxy for a pure measure of processing and cognitive skills (e.g. Newman et al., 2016).
In the case of a monolingual child, it is difficult to tease apart processing skills from input, as keeping processing skills constant and varying quantity and quality of input for one individual child is not really an option. This is where studying the relationship in bilingual children can provide a more definitive answer. Bilingual children are by definition individuals who have input in two different languages and whose quantity – and potentially quality – of input will be subject to a certain degree of variation across their two languages. If processing skills are completely independent of language exposure, the prediction is that lexical recognition should be just as accurate and fast in both languages. In other words, there should be no significant relationship between language-specific input and lexical processing efficiency, and no privileged within-language relationship between processing skills and input. Conversely, if lexical processing efficiency is dependent on the opportunities afforded by the input to encounter words and to practice segmentation and lexical recognition skills, then there should a significant language-specific relationship between the two. This is precisely what Hurtado et al. (2014) reported in a sample of 37 bilingual Spanish-English children tested in a LWL paradigm at 30 and 36 months. Firstly, relative exposure measured through a parental interview was linked with children’s relative vocabulary size, so that children who had more exposure to Spanish than English knew more words in Spanish than English. This predictable result is consistent with findings from the monolingual literature where input is however operationalised in absolute rather than relative terms as is the case in most studies of bilingual children, and speaks, once more, to the key role of input in lexical learning. The two other sets of results from the study are more novel and particularly relevant in teasing apart the relationship between processing skills, exposure, and vocabulary size. Relative lexical processing efficiency in the children’s two languages was linked to children’s relative vocabulary knowledge in their two languages; children who knew more words in Spanish compared to English were faster to access words in Spanish than in English. The language-specific relationship between word knowledge and processing suggests that children’s skills at lexical recognition are not just a child-internal factor that transcends their linguistic environment, but are intimately related to the input they need to process.
The final set of results from the study bridge the relationship between vocabulary size and processing skills by identifying a close link between relative processing skills and relative exposure. Children that had more exposure to Spanish than English were relatively more efficient at recognising words in Spanish than in English  – and as a result had a comparatively larger vocabulary in Spanish than in English. Similar findings in connection with processing skills and vocabulary size had already been reported for a sample of 26 30-month-old Spanish-English bilinguals (Marchman et al., 2010). Hurtado et al. (2014) further extended those results by adding a longitudinal dimension and confirming that relative language exposure at 30 months and lexical processing skills at 30 months independently predicted relative expressive vocabulary at 36 months in this sample of Spanish-English bilinguals. Interestingly, the independent contribution of exposure and lexical processing skills indicates that children who had more efficient processing skills in Spanish than English learnt relatively more words in Spanish than English beyond what their relative level of exposure in Spanish would predict.
Partial replication of the findings by Marchman et al. (2010) and Hurtado et al. (2014) was recently reported in a longitudinal investigation of the three-way relationship between language exposure, lexical processing skills, and vocabulary size in 45 French-English bilingual children between the ages of 16 and 22 months (Legacy et al., 2016). In this sample of younger bilingual infants, relative language exposure predicted relative vocabulary size in French and English, and lexical processing – measured by reaction time in a Computerized Comprehension Task (CCT) – was linked to receptive vocabulary. The relationship between lexical processing skills and language exposure was however not replicated by Legacy et al. (2018) in this younger sample and using a different measure of processing. Crucially, while the LWL only requires children to look at the target picture, in the CCT children have to touch the target picture on a screen; in addition to a measure of accuracy, the CCT provides an arguably coarser measure of processing skills through the measurement of reaction times. This is an important methodological difference that may, at least partly, explain the discrepancy between the two studies, together with the fact that the infants in Legacy et al. (2016) were much younger than those in Hurtado et al. (2014).
Recent research with bilingual infants and young children in the second and third year of life has consistently shown a strong relationship between relative amount of input and vocabulary size, a finding that is consistent with the results in the monolingual literature where input is however measured in absolute rather than relative terms. More importantly it is becoming clear that, although children come to the language learning task endowed with a set of processing skills, these are in turn shaped by the linguistic environment they have access to. The language-specific nature of the link between relative amount of exposure and relative lexical processing efficiency is particularly illuminating in this respect and a concrete example of how research with bilinguals can inform our broader understanding of language learning mechanisms in general.
Word learning and mutual exclusivity
Another word learning related phenomenon that has received a considerable amount of attention in connection with the bilingual-monolingual comparison is the application of the Mutual Exclusivity (ME) constraint (Markman, 1990; Markman & Wachtel, 1988). The tenet of the ME is that there is a one-to-one correspondence between words and meanings, an assumption that is believed to be behind the well-attested disambiguation effect (Merriman & Bowman, 1989). In the preferential looking paradigm, which is typically used to test for the application of ME via disambiguation, infants and young children are asked to attend to a prompt containing an unfamiliar or novel word (e.g. Look at the whisk!/Look at the nil) in the presence of a familiar object for which they already have a label (e.g. ball) and an unfamiliar or novel object for which they do not. Reliance on the ME will lead to selection of the unfamiliar/novel object upon hearing the new label on the assumption that the familiar object, for which a label already exists, is unlikely to be the target designated by the new word.
Monolingual children of different ages display this ME-related disambiguation effect (Mather & Plunkett, 2010; Au & Glusman, 1990), but the extent to which infants do so around the age of 17–19 months is related to the size of their vocabulary, with fast mapping of the novel label to the novel object being more successful as a function of increasing vocabulary size (Kalashnikova, Mattock, & Monaghan, 2016). Bilingual children have shown an inconsistent tendency to abide by the ME constraint in disambiguation tasks, a fact that has been interpreted as evidence for the way in which domain-general attentional biases interact with language-specific experience in shaping learning mechanisms. In a study with 18- to 22-month-old monolingual and bilingual infants, Houston-Price, Caloghiris and Raviglione (2010) did not find any evidence for ME in the bilingual infants. In three groups of younger 17-month-old monolingual, bilingual, and trilingual infants, Byers-Heinlein and Werker (2009) showed an effect of number of additional languages on the disambiguation effect, with monolinguals abiding by ME, trilinguals failing to do so, and bilinguals falling in between the two other groups. In a subsequent study with 17- to 18-month-old Chinese-English infants, Byers-Heinlein and Werker (2013) went on to show that it is not bilingualism per se that affects the likelihood of a disambiguation effect, but the actual composition of children’s vocabularies. In their LWL study, Byers-Heinlein and Werker (2013) found that the bilingual infants did not show a disambiguation effect at group level. However, the percentage of translation equivalents (i.e. of labels that are cross-linguistic synonyms in children’s vocabularies) was predictive of whether they showed a disambiguation effect or not. Only the infants that had translation equivalents for fewer than half of the words in their vocabularies behaved like monolinguals in displaying a disambiguation effect. Those children that had translation equivalents for more than 50% of their words did not show the effect. Bilingual infants that had more experience of two labels for the same referent were less likely to assume that a new label would necessarily map onto a new referent; in essence, they were more tolerant of the one-to-many referent-label relationship as a function of their experience of word-meaning relationships in two languages. This does not mean that bilingual children never comply with ME. In fact, evidence from older children suggests that 4-year-old bilinguals behave like age-matched monolinguals and can disambiguate successfully when exclusivity is called for (Kalashnikova, Mattock, & Monaghan, 2015). However, slightly older bilingual children in the same study (mean age = 4;11) were significantly more likely than monolinguals of the same age to accept two labels for the same referent when the pragmatics of the situation allowed for overlap as opposed to exclusivity, thus showing a complex relationship between growing linguistic experience with two languages, discourse-pragmatic conditions, and word–meaning mapping.
In a longitudinal study between 18 and 24 months, Kalashnikova, Escudero, and Kidd (2018) revisited ME as a dynamic heuristic that starts out as a domain-general attentional bias and is gradually refined into a word-learning strategy via fast-mapping and later word retention. By comparing the behaviour of monolingual and bilingual infants at these two ages, the study addresses the issue of how linguistic experience, in this context not just expanding vocabularies but exposure to two languages, shapes children’s approach to word learning. By using both a disambiguation and a retention paradigm in their study, Kalashnikova et al. (2018) could test whether, in addition to fast-mapping a novel label to a novel object, children could also retain the mapping longer term, an indication of a more robust word-meaning relationship emerging. At 18 months, both monolingual and bilingual children reliably fast-mapped a novel label to a novel object, and there were no significant group differences. No significant group differences were observed for word retention either, which was successful in both monolingual and bilingual infants at this age. The lack of monolingual-bilingual group differences with respect to the disambiguation effect is in line with a previous study that reported null results (Byers-Heinlein & Werker, 2013). Unfortunately, however, failure to assess the percentage of translation equivalents in the bilinguals’ vocabularies did not allow Kalashnikova et al. (2018) to further determine whether individual differences in the infants’ vocabulary composition discriminated between children who did show a disambiguation effect and those who did not. At 24 months, a different monolingual–bilingual pattern emerged: while there were still no significant group differences in terms of ME application, only the monolingual children succeeded at word retention for the new label. In the 6-month interval between 18 and 24 months, monolingual and bilingual children started to diverge in the extent to which they relied on ME as a word learning strategy whose outward manifestation is word retention. As bilingual children’s vocabulary size increases over time, the percentage of translation equivalents is likely to also increase, at least for the many concepts the child encounters in both language contexts (see De Houwer et al., 2006 for similar evidence in a cross-sectional study). With repeated exposure to concepts that routinely have labels in both languages, bilinguals become more tolerant of ME violations and they may resort to ME as a default strategy only when no other information is available to the contrary. As shown by Kalashnikova et al. (2015), when there is evidence that one-to-one mappings comply with the discourse-pragmatics of the situation, bilingual 4-year-olds do comply with ME.
Including bilingual children in longitudinal studies of the development of word learning constraints makes it possible to delve deeper into what is a domain-general attention bias, what is a child-level heuristic, and what comes to the child in the form of their language exposure. Negotiating two languages shapes the learning space in different ways and forces children to make conjectures as a function of their language-specific experience in each language, but also as a function of the level of interconnectedness of their two languages. The finding that it is translation equivalents, i.e. the extent to which vocabulary overlaps across languages, that drives compliance with ME makes a strong case for the well-rehearsed argument that a bilingual is more than the sum of two monolinguals (Grosjean, 1989). Exposure to two languages is not just a numerical difference, but a qualitative difference because it affects learning in ways that are unimaginable in a monolingual context. In the next section I will further explore the concept of interaction across languages by taking a closer look at how syntactic representations are stored and accessed in older bilingual children, and how shared syntactic structures can lead to cross-linguistic influence.
Shared syntactic representations in later bilingual development
As outlined above in the literature in early word learning, the study of bilingual language development can provide key insights into the acquisition process through a comparison with monolingual language development and the documentation of the ways in which the nature of the bilingual experience shapes learning mechanisms – for example, the heuristic of word learning as shown in the studies on the compliance with the mutual exclusivity constraint. In addition, bilingual language development can be studied in its own right to create ecologically valid psycholinguistic models of how linguistic representations are stored and accessed in the mind of bilingual speakers.
Theoretical models of syntactic representations in bilingual language acquisition have changed considerably over the last 40 years, moving from a one-system account with no initial syntactic differentiation (Volterra & Taeschner, 1978), to a two-system model where bilingual children develop language-specific syntactic representations from the start (De Houwer, 1990; Genesee, 1989), to the hypothesis of early syntactic differentiation alongside pockets of systematic cross-linguistic influence, i.e. instances in which morpho-syntactic structures that belong to language a are used in language α in contexts that are either ungrammatical (Hulk & Müller, 2000) or discourse-pragmatically inappropriate (Paradis & Navarro, 2003; Serratrice, Sorace & Paoli, 2004).
The very existence of cross-linguistic influence requires a model of bilingual language representation and processing that can do justice to the existence of forms that are (largely) unattested in monolingual acquisition. One way to understand cross-linguistic influence in bilingual speakers is through the hypothesis of shared syntax, i.e. by accepting that the bilingual language architecture must include shared syntactic representations (Hartsuiker, Pickering, & Veltkamp, 2004; Hartsuiker, Beerts, Loncke, Desmet, & Bernolet, 2016). This argument has been made by psycholinguists on the basis of evidence coming from studies of syntactic priming (Bernolet, Hartsuiker, & Pickering, 2007; Desmet & Declercq, 2006; Kantola & van Gompel, 2011; Loebell & Bock, 2003). The rationale behind syntactic priming is that the processing of a syntactic structure – either in comprehension or in production – facilitates its subsequent use (Bock, 1986), a hypothesis for which there is now a great deal of support in studies of monolingual adults (for a recent meta-analysis of production priming studies see Mahowald, James, Futrell, & Gibson, 2016; see Tooley & Traxler, 2010 for a review of syntactic priming in comprehension), and bilingual adults (for a recent review see Bernolet & Hartsuiker, 2018).
There is now robust evidence that monolingual children too are susceptible to syntactic priming (Savage, Lieven, Theakston, & Tomasello, 2003; Shimpi, Gámez, Huttenlocher, & Vasilyeva, 2007; Messenger, Branigan, McLean, & Sorace, 2012; Peter, Chang, Pine, Blything, & Rowland, 2015). The extent to which bilingual children are also likely to be syntactically primed within- and across-languages is less clear as there are only a handful of studies that have investigated the question so far (Hsin, Legendre, & Omaki, 2013; Hervé, Serratrice, & Corley, 2016; Vasilyeva, Waterfall, Gámez, Gómez, Bowers, & Shimpi, 2010; Wolleb, Sorace, & Westergaard, 2018).
The outcome of priming is the (re)use of a structure that has been recently processed in comprehension or in production and when this happens across languages in the case of a bilingual speaker, one of two outcomes are possible. If there is structural, semantic, and pragmatic overlap for the structure in question in the two languages, then the result will essentially be less effortful processing. The alternative is a primed structure that is either ungrammatical or semantically/pragmatically sub-optimal. When there is virtual complete overlap across languages, the outcome of the process will be undiscernible. For example, if an Italian-English speaker encounters the following sentence while reading the paper: The man was run over on the pedestrian crossing and then proceeds to use a similar passive construction in Italian: Mia sorella è quasi stata investita sulle strisce l’altro giorno ‘My sister was almost run over on a pedestrian crossing the other day’, there is no obvious way in which this perfectly grammatical and pragmatically appropriate Italian sentence would stand out in any way as being affected by English. Conversely, if the same Italian-English speaker were on the phone to an English-speaking friend asking: Shall we drive or walk to the cinema tonight? and then were to utter the following Italian translation to an Italian-speaking friend: Guidiamo o camminiamo al cinema stasera? there is a clear sense in which this sentence stands out as being affected by what the bilingual speaker has just heard in English and by the way in which English packages manner of motion on the verb differently from Italian. Although verbs of manner of motion like guidare (drive) or camminare (walk) do exist in Italian, Italian is a verb-framed language where the encoding of manner of motion does not tend to be specified on the verb, so a more appropriate Italian translation would be Andiamo in macchina o andiamo a piedi al cinema stasera? ‘Do we go on foot or do we go by car to the cinema tonight?’ In this case, reading a sentence in English including two Verb Phrases containing manner of motion verbs primes the use of an Italian sentence also containing two Verb Phrases with manner of motion verbs instead of the more appropriate use of a sentence where manner of motion is specified in a Prepositional Phrase rather than in the Verb Phrase.
The few studies that have used syntactic priming to investigate shared syntactic representations in bilingual children have targeted children around the age of 5 years: two of the studies have focused on constructions that are syntactically grammatical and equally discourse-appropriate in both languages (passives in the English and Spanish of Spanish-English bilinguals, Vasilyeva et al., 2010; double object and prepositional object dative constructions in the Norwegian of Norwegian-English bilinguals, Wolleb et al., 2018), while the remaining two have focused on a construction that is only grammatical or pragmatically appropriate in one of the two languages (Hervé et al., 2016; Hsin et al., 2013). Overall three of the four studies report significant priming effects across languages, thus showing that, even in young children, syntactic structures can be shared, although Vasilyeva et al. (2010) only found a significant priming effect from Spanish to English. Hervé et al. (2016) did not use cross-linguistic priming as such, but primed children with left-dislocations, sentences where a subject noun phrase is followed by a resumptive pronoun, which were pragmatically appropriate in French but not in English (e.g. Blue and Linda, ils se lavent les mains, Blue and Linda, they are washing their hands). Although Hervé et al. (2016) did not find that the bilingual 4- to 5-year-olds were primed to produce pragmatically inappropriate dislocations in English following a left dislocation in the prime, overall there was a significant positive relationship between the amount of exposure in French and the overall number of left dislocations they produced in English – not just following a dislocated prime. This finding is preliminary evidence that tolerance for a structure that is not pragmatically appropriate increases as a function of exposure to another language in which the structure is indeed pragmatically appropriate. Finally, the only study so far to prime bilingual children across languages with a construction that has a different word order in the two languages (post-nominal adjective-noun constructions in Spanish, e.g. El libro abierto, and pre-nominal in English, e.g. The open book), found that children could indeed be primed to produce a word order that is ungrammatical in Spanish (e.g. El abierto libro) after hearing the same order which is grammatical in English (e.g. The big book). Serratrice (2007) first hypothesised that cross-linguistic interference that results in either ungrammatical or pragmatically sub-optimal constructions could be thought of as a case of cross-linguistic priming, an argument that was made in connection with the inappropriate selection of third person pronouns in Italian by English-Italian 8-year-olds in contexts in which a null pronoun would have been more pragmatically appropriate.
Further research with bilingual children over time will also allow researchers to take a much-needed developmental perspective as it is becoming ever clearer that the way in which representations, processing and input interact must be viewed in a dynamic perspective.
Conclusion
This brief overview has focused on a definition of the multidimensional nature of bilingualism, on the complex relationship between speed of lexical processing, the relative amount of input and vocabulary size in each language, on the role of bilingualism and the composition of vocabulary in predicting compliance with the mutual exclusivity constraint, and on the shared nature of syntactic representation in bilingual children. In all cases the picture that emerges is one in which research has considerably refined our understanding, be it in the way in which bilingualism is operationalised as a gradient notion, or in the way in which the relationship between the relative amount of input mediates the speed of processing that allows the child to acquire language-specific lexical knowledge in each language. We are starting to go beyond the documentation of cross-linguistic influence at the syntactic level and, by applying methods like syntactic priming that have revealed much about the nature of representations in adult bilinguals, we are testing hypotheses about how younger bilingual store and process knowledge in their two languages. This is still an under-researched area. However, using the syntactic priming paradigm with younger bilinguals has great potential for exploring how child-internal factors, language-level factors, and language-specific input interact in complex ways to affect processing and mental representations.
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Language disorders and autismImplications for usage-based theories of language development
Kirsten Abbot-SmithUniversity of Kent

AbstractUsage-based theories explain language development in terms of the specific characteristics of language input in combination with a child’s own inherent ability to engage in shared intentionality and statistical learning. In this chapter, I discuss these mechanisms in relation to evidence from Developmental Language Disorders (DLD) and Autism. First, there is evidence for the role of language input in both conditions. The specific patterns of morpho-syntax impairments in DLD are clearly affected by the relative perceptual salience, frequency and complexity of morpho-syntax in the specific language a child is acquiring. Regarding autism, the grammatical complexity of parental child-directed utterances predicts child vocabulary and morpho-syntactic skills at later time-points. Nonetheless, both conditions are highly heritable, raising questions about the child-internal mechanisms leading to language learning difficulties. Impairments in statistical learning could potentially account for morpho-syntactic difficulties in DLD. However, any firm conclusions await assessments of statistical learning which have good test – retest reliability. Autistic children might plausibly tend to have difficulties with – or lack motivation for – engaging in shared intentionality. If verified, this could account for patterns of relatively spared nuts-and-bolts (structural, core) language in the face of pragmatic language difficulties. However, to date studies of autistic difficulties with shared intentionality have not stringently ruled out alternative explanations. Both DLD and autism are likely to exist on a continuum with the neuro-typical population. Future research needs to move towards designs which can more fully accommodate the vast heterogeneity that exists within both DLD and autism.

Preface
I was co-supervised as a PhD student by Elena Lieven and Michael Tomasello. This was at a time when usage-based theory was developing into something of a two-pronged approach. One set of factors (statistical learning, input frequency) was argued to underpin the acquisition of language form. The acquisition and use language function was argued to depend on the child’s ability to engage in shared intentionality, which is the ability to understand that ‘we’ are acting together with shared intentions and goals. Here, one argument was that language difficulties in autism might derive from an atypical conceptualisation of or motivation for shared intentionality.
However, Elena has never been one to take any theory – even her own – as gospel. As her PhD students, she always encouraged us to question and probe the predictions of usage-based theory to its limits. In the current chapter, the questioning and probing mostly focuses on whether evidence from children with autism is problematic for usage-based claims that without shared intentionality, language development is unthinkable (e.g. Tomasello & Moll, 2010). The seed for this focus was planted by Elena herself (e.g. Lieven, 2016). This – together with some very timely email correspondence with Michael Tomasello – has resulted in the current chapter. I hope the end result will provoke more debate with Elena, which is always good-humoured and extremely entertaining. Finally, I want to acknowledge how much Elena has always worked tirelessly to ensure that female academics feel able to remain in science after having children. Our field would in so very many ways not have been anything like it is today without her influence.
Introduction
Without the ability to communicate using language, human society could never have developed. Extended discourse, gossip, most jokes, negotiation and planning complex activities would be impossible without specifically linguistic devices. These include words (lexicon) as well as the conventionalised forms (morpho-syntax) used to convey sentence-based semantics (e.g. schematic representations of events, spatial locations and means for specifying objects). The lexicon plus syntactic-semantic sentential constructions are the ‘nuts and bolts’ of the human communication system. We should not, however, forget that the reason why humans use these nuts and bolts is that they are tools for the purpose of communication. The way in which people use language for the purpose of social communication is called ‘pragmatics’. Pragmatics thus encompasses a broad range of skills, including the ability to interpret non-literal language, the ability to use context to determine what someone is referring to, and the ability to initiate conversation and follow in appropriately on an interlocutor’s conversational turn (e.g. Landa, 2005).
A good theory of ontogenetic language development needs to explain both the acquisition of nuts-and-bolts language and pragmatic language. Moreover, to be all-encompassing, a theory needs to be able to account for patterns of acquisition not only in typically-developing children – but also in children with neurodevelopmental disorders, such as Developmental Language Disorder and Autism. Theories in general need to be able to account for not only the most frequently observed cases but also rare events. In fact, these so-called ‘rare events’ can often provide the best test cases for deciding between various theoretical accounts.
Theories of language development
One set of historically very influential theories of language development are those that invoke the concept of cognitive modularity. These types of theories (‘linguistic nativist’ theories) assume that children not only possess a set of innate mechanisms for learning morpho-syntax and the lexicon, but that they are also born with access to innate linguistic representations (Pinker, 1989; Chomsky, 2011; Crain, Thornton, & Murasugi, 2009; Valian, 2009).
Usage-based theorists, in contrast, explicitly argue against the proposal that language acquisition is dependent on mechanisms that are dedicated to learning language (Lieven, 2016). Instead, they argue that the trajectories of language development are a product of the properties of language input to the child in combination with child-internal learning mechanisms/capacities, which – importantly – are also involved in other (non-linguistic) developmental domains.
Usage-based theory
The current chapter will not attempt to argue the advantages of usage-based theory over cognitive modularity accounts of language development, since this debate has attracted much attention elsewhere. Rather, the current aim is to determine the degree to which usage-based theories can accommodate evidence from language disorders and autism. We will start with a brief reminder of the key mechanisms at play in usage-based theories.
Shared intentionality
One of the most important ‘child-internal’ keystones for language development, at least according to Tomasello’s (2018) version of usage-based theory, is ‘shared intentionality’. Shared intentionality is a child’s ability to understand that s/he and an interlocutor – or ‘collaborator’ in a non-verbal task – are jointly engaged ‘together’ (as ‘we’) in an activity, whereby the child understands the shared goals and shared intentions. A good example of a task which allows demonstration of an understanding of shared intentionality is one which requires each collaborator to carry out complementary roles (e.g. one holds a tent steady whilst the other hammers in the tent pegs).
The earliest instantiation of shared intentionality is argued in this approach to be present when a child can engage in a true joint attentional frame or ‘shared attention’ (see Siposova & Carpenter, 2019). This is where the child is either having to take into account his or her shared history of the interlocutor in order to interpret non-verbal reference (e.g. Liebal, Behne, Carpenter, & Tomasello, 2009) or where the child is initiating joint attention in order to comment on something (e.g. Liszkowski, Carpenter, Henning, Striano, & Tomasello, 2004). Tomasello and Moll argue (2010, p. 342):
… joint attentional frames […] give cooperative gestures their meaning. Without a foundation in cooperative communication of this type, human language is not even thinkable.

Statistical learning / distributional analysis
A learning mechanism which is argued by usage-based theorists to play a central role in morpho-syntactic acquisition is statistical learning; that is, the ability to implicitly learn the probabilities with which particular contexts sequentially predict the occurrence of certain items. A wide body of literature demonstrates that typically-developing human infants can and do use statistical learning to segment words from the language input (e.g. Saffran, Aslin, & Newport, 1996) and to determine which sounds are phonemes in their native language (e.g. Maye, Werke, & Gerken, 2002). Usage-based theorists argue that this learning mechanism is also used to acquire certain morpho-syntax rules (e.g. ‘is … Xing’ vs. the impossible ‘can … Xing’). The latter process is driven by distributional analysis (e.g. Lieven, Pine, & Baldwin, 1997). Statistical learning has also been shown to play a role in how children learn to generalise or constrain their use of argument structure; i.e. the mapping of sentential frames to event-based meanings (see Wonnacott, 2011).
From exemplar-learning to the learning of syntactic constructions
Of course, statistical learning can only allow a child to pick up probabilities of co-occurrence in the input. Many usage-based theorists have argued that children also use processes of form-to-meaning mapping, which are very similar to those used for word-learning, such as prototype formation, schema extraction, analogy-building and generalisation (e.g. Tomasello, 2003; Goldberg, 1999). These latter mechanisms are particularly implicated in the process of learning how to map syntactic constructions (such as Subject-Verb-Object) onto likely semantic meanings (such as ‘Doer-causative.action-affected.object’). The starting point for learning such syntactic constructions is argued to be the rote-learning of certain very common phrases, such as (1) or (2) below, which are learned as exemplars or ‘big words’ (Pine, Lieven, & Rowland, 1998).
(1)
	FORM:	Ifindit
	MEANING:	object.retrieved





(2)
	FORM:	Wheredaddygone
	MEANING:	tell.me.Daddy.location





Lieven and colleagues established that the individual items (words) which are used in these phrases (e.g. ‘find’ or ‘gone’ in (1) and (2)) are not initially used in a combinatorial fashion and only very gradually become used in a more flexible fashion, albeit initially in so-called ‘lexically-specific’ or ‘item-based’ phrases (e.g. Lieven et al., 1997; Pine et al., 1998). Importantly, the initial exemplar-phrases themselves appear to be almost entirely based on the input to the child (e.g. Lieven, Behrens, Speares, & Tomasello, 2003).
Properties of the language input
One of the core claims of the usage-based approach is that the specific properties of the language input to the child are of crucial import for the acquisition of both the lexicon and morpho-syntactic sentential constructions (e.g. Lieven, 2010; Cameron-Faulkner, Lieven, & Tomasello, 2003). Of particular importance for morpho-syntactic acquisition is the frequency with which certain items co-occur with certain words. To give one example, 2½-year-olds are much more likely to actively correct an ungrammatical ordering of active transitive argument structure (e.g. ‘the bear the monkey pushed’) when the particular verb (e.g. ‘pushed’) frequently occurs in the input (e.g. Matthews, Lieven, Theakston, & Tomasello, 2005). Intriguingly, for passive argument structure (e.g. ‘the monkey was pushed by the bear’), 2½-year-olds perform better with novel than with familiar verbs, arguably because the familiar verbs concerned are much more frequently heard in active transitive than in passive constructions (e.g. Dittmar, Abbot-Smith, Lieven, & Tomasello, 2014). Bannard and Matthews (2008) have outlined a particularly well-elaborated account of how children gradually build up sentential-level form-to-meaning mappings based on initially low-level schemas. Importantly, language-input based accounts can explain not only the order of acquisition but also error patterns during development (e.g. Rowland, Pine, Lieven, & Theakston, 2005; Kirjavainen, Theakston, & Lieven, 2009).
Usage-based predictions for language development
In sum, in usage-based approaches, language acquisition is argued to derive from a combination of social learning mechanisms with statistical learning and prototype formation. One key prediction is that morpho-syntactic development should be entwined with lexical development. Crucially, usage-based theories also predict that morpho-syntactic development is at least in part driven by characteristics of input, such as the raw frequency of the particular morpho-syntactic forms concerned, their relative salience and also the frequency with which they combine with certain lexical items.
Developmental Language Disorder (DLD)
One neuro-developmental disorder which has received a great deal of attention in the ongoing debate between linguistic nativist theorists, on the one hand, and usage-based theorists, on the other, is that of Developmental Language Disorder (DLD). This term – previously known as Specific Language Impairment – is used when a child’s language difficulties are clearly causing a functional impairment in communication (i.e. not simply an initial delay) and when there is no known biomedical aetiology such as Down Syndrome, hearing loss or autism (Bishop et al., 2016).
The existence of children who appear to be ‘only’ impaired in language development initially led to much excitement amongst linguistic nativists, with some of the more prominent advocates such as Pinker (1999, p. 262) claiming that the cause of this disorder is a deficit in the ‘rule-based’ system of language (morpho-syntax). The predictions which naturally follow from claims of this type are the following. First, morpho-syntactic forms, which are clearly governed by regular rules (e.g. the English regular past tense walk – walked) should be an area of particular difficulty for children with DLD. Second, irregular forms (e.g. ‘go → went’) should be easier to master than regular forms for these children, since they can use word-learning strategies for these (e.g. van der Lely & Ullman, 2001). Third, the specific areas of morpho-syntax which are particularly impaired should be the same cross-linguistically; that is, if forming the past tense is an area of particular difficulty in DLD, then this should be equally the case for a DLD child learning Italian as it is for a DLD children learning English or German.
In actual fact, a large body of cross-linguistic studies have found that the degree to which children with DLD are impaired relative to typically-developing controls matched for their Mean Length of Utterance (MLU) does depend quite clearly on the particular language that the children are learning (see e.g. Leonard, 2000, p. 119, for an overview). Moreover, the relative frequency of a particular form to meaning mapping even within a particular language influences the degree of impairment; English-speaking children with DLD tend to have much greater difficulty with the third person singular -s inflection (e.g. he jumps) than they do with the noun plural -s (e.g. cats) (e.g. Oetting & Rice, 1993), presumably because the noun plural is much more frequent in the input (see Plunkett & Juola, 1999, for a connectionist model).
The perceptual salience of the form of a morphosyntactic item determines whether this is an area of particular impairment for children with DLD; the English third person singular -s (which is non-syllabic and not voiced) is impaired in English-speaking children with DLD in comparison to language-matched typically-developing controls, who are several years younger (e.g. Simkin & Conti-Ramsden, 2001). In contrast, Italian-speaking children with DLD are not impaired relative to language-matched controls on the third person singular (-a or -e) which is a separate syllable and a vowel (hence voiced) (e.g. Leonard, Bortolini, Caselli, McGregor, & Sabbadini, 1987).
Finally, the degree of systematicity of a particular system for marking appears to play a role (e.g. Leonard, Sabbadini, Leonard, & Volterra, 1987; see also Lindner & Johnson, 1992). This evidence is highly problematic for linguistic nativist accounts, such as that of Pinker (1999) and van der Lely & Ullman (2001). In contrast, some computational accounts based on the principles of usage-based theory have been able to account for the patterns of morpho-syntactic development specific to particular languages in terms of characteristics of the language input (e.g. Freudenthal, Pine, Jones, & Gobet, 2015).
It is worth mentioning that the construct of DLD has increasingly come under scrutiny in recent years (at least for those language disorders which are not primarily speech-sound production disorders). ‘Intact’ non-verbal cognition is no longer part of the diagnostic criteria (APA, DSM-5, 2013; see Gallinat & Spaulding, 2014, for a meta-analysis). In addition, meta-analyses have found that sustained attention – including visual sustained attention  – (e.g. Ebert & Kohnert, 2011) is impaired relative to typical controls. Non-verbal motor ability is also usually impaired (see Hill, 2001, for a review). Moreover, the core symptoms of children originally diagnosed with DLD frequently change with age; in many children the diagnosis in adulthood is an ADHD-type disorder (see Yew & O’Kearney, 2013; Curtis, Frey, Watson, Hampton, & Roberts, 2018) or a form of autism (see e.g. Bishop, Whitehouse, Watt, & Line, 2008; Roy & Chiat, 2014; Conti-Ramsden, Simkin, & Botting, 2006). Thus, it is certainly not the case that DLD of itself provides evidence in support of linguistic nativist theories of language development, a là Pinker’s (1999) original claim.
From a usage-based perspective, it would make good theoretical sense to claim that impairments in learning morpho-syntax are caused by difficulties with statistical learning (e.g. Evans, Saffran, & Robe Torres, 2009). This could potentially also account for evidence that children with DLD have difficulties processing rapidly occurring sequential patterns of tones or visual stimuli (see e.g. Leonard, 2000, Chapter 6, for a review). Children and adolescents with DLD have indeed been found to be impaired relative to typical controls on a variety of non-verbal sequence learning tasks, such as visual serial reaction-time tasks (Tomblin, Mainela-Arnold, & Zhang, 2007; Park et al., 2018; Hedenius et al., 2011; Lum et al., 2012; Sengottuvel & Rao, 2013; Gabriel et al. 2013).1 Furthermore, there is some evidence from both children with DLD (Evans et al., 2009) and typically-developing children (Kidd & Arciuli, 2016) that performance on statistical learning tasks correlates with performance on tasks that measure fundamental ‘nuts-and-bolts’ elements of language development (e.g., phonology, morpho-syntax, the lexicon). Unfortunately, questions remain about what exactly many of these tasks measure and, moreover, the degree to which they have good test-retest reliability (e.g. Kidd, Donnelly, & Christiansen, 2018; West, Vadillo, Shanks, & Hulme, 2017). Therefore, before this possibility can be systematically investigated, the field first needs to develop reliable measures of statistical learning.
Autism
The other neuro-developmental disorder that has received a great deal of attention in the literature is autism. After briefly reviewing the diagnostic criteria for and heterogeneity within autism, we will first examine whether either statistical learning or the impact of input frequency work in similar ways in autistic language learning as they do in typical development. Our primary focus will, however, be on the conceptualisation of and motivation to engage in shared intentionality and whether difficulties in this domain would be likely to lead to impairments in either formal language or pragmatic language acquisition.
Autism Spectrum Conditions are diagnosed when an individual meets the criteria for impairment in two domains (APA, DSM-5, 2013). The first is that of Social Communication and Social Interaction, which includes (a) deficits in social-emotional reciprocity, including back-and-forth conversation, (b) deficits in non-verbal communicative behaviours and (c) difficulties with relationships. The second symptom domain is Repetitive Behaviours and Restricted Interests (RBRIs) (see Leekam, Prior, & Uljarevic, 2011, for a review). Neurological differences between children with autism and typical individuals appear to be diffuse and multiplex (e.g. Cherkàssky et al., 2016; Just, Cherkassky, Keller, Kana, & Minshew, 2007; Herbert et al., 2005).
There is extreme variability within the autism population in multiple domains. First, both non-verbal IQ and nuts-and-bolts language attainment (i.e., mastery of the fundamental basic essentials) show extreme heterogeneity in autism (see e.g. Fusaroli, Weed, Fein, & Naigles, 2019). Many children with autism who have good outcomes for morpho-syntax and individual word recognition exhibit anomalies in their semantic processing and will have initially exhibited delays in language development (see Boucher, 2012, for a review). Second, there is also great heterogeneity within autism in terms of symptom severity in both the RBRI domain and in the social communication domain as assessed by – for example – the Autism Diagnostic Observation Schedule (ADOS; Lord et al., 2012). Regarding the latter, there also appears to be variability in exactly how the impairments in the social communication domain express themselves. Some individuals appear (as least superficially – see Jaswal & Akhtar, 2019, for an alternative view) to have very little motivation for social engagement (e.g. Chevallier, Kohls, Troiani, Brodkin, & Schultz, 2012) whereas others actively engage in social approach.
It is important to be clear that our goal here is not to ‘explain autism’. Rather, the purpose is to determine whether evidence from language development and language outcomes in autism is consistent with usage-based claims about how language develops.
Statistical learning in autism
Regarding statistical learning there is no clear evidence for group-level impairments in autism; two meta-analyses concluded that there are no impairments in statistical / procedural learning in comparison to well-matched controls (see Obeid, Brooks, Powers, Gillespie-Lynch & Lum, 2016; Foti, De Crescenzo, Vivanti, Menghini, & Vicari, 2015, for meta-analyses). However, it is worth pointing out that both the starting points and the outcomes for nuts-and-bolts language acquisition are unusually diverse in autism. On the one extreme, some children diagnosed with autism at 36 months show no language impairments (or even accelerated language development) as assessed by the Mullen Scales of Early Learning at 14,18 and 24 months (see Landa, Gross, Stuart, & Bauman, 2012, for a latent class analysis). On the other extreme, some individuals with autism have very minimal or no language in adulthood (e.g. Boucher, 2012), and just over half of all children diagnosed with a form of autism have language scores in the language-impaired range (e.g. Loucas et al., 2008). Thus, Obeid et al. (2016, p. 1245) note the possibility that statistical learning difficulties might be found in those children with autism who are impaired in nuts-and-bolts language development.
The role of language input for language development in Autism Spectrum Conditions
Bettelheim’s (1967) now infamous proposal that autism is caused by environmental factors (i.e. his ‘refrigerator mother’ hypothesis) has been undeniably refuted; the key factors contributing to outcome are clearly child-internal and in fact autism is one of the more heritable neuro-developmental disorders (Liu et al., 2008; Hallmeyer et al., 2011; see Tick, Bolton, Happé, Rutter, & Rijsdijk, 2016, for a meta-analysis of twin studies). However, this does not mean that specific characteristics of the language environment do not play an important role. To the contrary, randomised controlled trials (RCTs) have found that interventions for nuts-and-bolts language are effective for children with autism (see Paul, 2008, for a review).
The key take-home message to emerge in recent years is the following. The length and complexity of parental child-directed utterances at earlier time points positively predicts child vocabulary, sentence length and morphological skills at later time points, even when statistically controlling for child language at the earlier time points and when controlling for the influence that child non-verbal IQ has on parental child-directed speech (Fusaroli et al., 2019; see also Bang & Nadig, 2015; Gonzalez-Barrero & Nadig, 2018). Moreover, parental tendencies to use telegraphic speech (e.g. omitting obligatory determiners ‘the’ and ‘a’) show negative relationships with later child language in autism; i.e. these parents more frequently had children who (one year later) showed lower lexical diversity in their own speech. Path analysis supports the proposed direction of the effect (e.g. Venker et al., 2015). These findings have led to words of caution regarding the practice of using simplified and shortened speech with children with autism (or indeed DLD) (see also Sandbank & Yoder, 2016; Fusaroli et al., 2019).
Indeed, the importance of using grammatical sentences (with adequate syntactic complexity) in child-directed speech will not come as a huge surprise to usage-based theorists since they have long argued that children learn about the syntactic categories (e.g. Pine, Freudenthal, Krajewski, & Gobet, 2013) and even the semantics of words (e.g. Matthews & Bannard, 2010) from their co-occurrence with function words such as determiners. Thus, it would appear that the form of the language input impacts the acquisition of nuts-and-bolts language by children with autism in a similar fashion to how language form impacts language acquisition by typically-developing children.
Where children with autism do appear to benefit regarding modifications to the input does not relate to the form of language but rather in aspects relating to joint attention and motivation (see also McGillon, Pine, Herbert, & Matthews, 2017, for typically-developing children). That is, those interventions for nuts-and-bolts language which have met with the greatest success for children with autism aim to manipulate the joint attentional context in which the language input occurs. These types of interventions often focus on changing parental behaviour to make parents particularly sensitive (i.e. more so than the typical parent) to the focus of the child’s attention and to ‘following in’ on the child’s own spontaneous verbal and non-verbal communication in a manner that is contingent to the topic of the child’s utterance (e.g. Aldred, Green, Emsley, & McConachie, 2012). Another element common to these types of interventions involves so-called ‘sabotage’; that is, the parent or interlocutor deliberately sets up a situation where the child will need to communicate in order to request (e.g. deliberately only giving the child a small serving of juice or putting a favourite toy on a high shelf). Thus, even though these interventions are aimed at improving nuts-and-bolts language, they do so by increasing the chances that the child is engaged in joint attention (or at least the language is describing the child’s focus of attention) and they do so by increasing the motivation of the child to communicate. Both of these factors clearly speak to the socio-cognitive elements of usage-based theory.
Shared intentionality
The socio-cognitive aspects of usage-based theory are of clear relevance for children with autism, given the core deficits in social cognition and social communication in autism. Numerous (and highly influential) theories have proposed that the core deficits in autism pertain to one or other aspect of socio-cognitive functioning or social motivation (e.g. Happé, 2015; Baron-Cohen, Leslie, & Frith, 1985; Mundy, Sullivan, & Mastergeorge, 2009; Klin, Jones, Schultz, & Volkmar, 2003; Hobson, 1993; Jones et al., 2018; Chevallier et al., 2012).
Usage-based theorists have proposed that a number of social learning mechanisms are involved in language learning, including the ability to imitate others and the ability to learn from explicit teaching (see Tomasello, 2003, 2008). However, the key social learning concept that has received most attention in recent usage-based literature is that of ‘shared intentionality’; that is, the ability and motivation to ‘act as we’, where (at least) two individuals share a goal and the intentions to work together towards that shared goal.
It is fairly self-evident that an individual who has difficulties (or a lack of motivation for) ‘acting as we’ would not display appropriate pragmatic language, at least in regards to conversation skills. Indeed, Searle (1990) claims that “the biologically primitive sense of the other person as a candidate for shared intentionality is a necessary condition for all collective behaviour and hence of all conversation”. Thus, atypical shared intentionality could plausibly explain difficulties with ‘back and forth’ conversation which are part of the diagnostic criteria for autism (DSM-5, 2013). Even children with autism who show a motivation for social approach still tend to respond less during conversation and / or show a tendency to go off-topic and / or perseverate on their own favourite topic (see Sng, Carter, & Stephenson, 2018, for a review). This could suggest that these children have difficulties managing conversation as a ‘joint action’, where the topic is ‘co-constructed’ with the partner. Furthermore, children with autism who have unimpaired nuts-and-bolts language and non-verbal IQ (so-called ‘high-functioning’ individuals) still have difficulties in comparison to typically-developing controls with tailoring their language production for the information needs of the listener (see Malkin, Abbot-Smith, & Williams, 2018, for a review). It is plausible that one factor here might be difficulties understanding what has or has not been previously shared with the listener (e.g. Clark, 1996).
However, pragmatic language difficulties are evidently not uniform across across all individuals with autism. It is also possible that the universality of autistic difficulties regarding aspects of shared intentionality has been over-stated (Tomasello, Carpenter, Call, Behne, & Moll, 2005). Therefore, before exploring potential relationships between shared intentionality and language in autism, we will assess the degree to which shared intentionality itself appears to be atypical in autism.
Is shared intentionality atypical in autism?
Tomasello and colleagues argue that evidence for shared intentionality can be seen in ‘true’ joint attention (shared attention), in the ability to reverse roles in joint action, in the ability to collaborate and in implicitly feeling the commitment to continue and collaborate, once started.
Joint Attention:
Joint attention (JA) is defined as triadic attention, whereby an interlocutor and child are both intentionally attending to one another and simultaneously to an object (or event or other person). Importantly, for this to be joint attention, the child must also be attending to the reactions of the interlocutor to the third element (e.g. object) and – crucially – be checking that the interlocutor is attending to the child’s own reactions to the interlocutor’s reactions (e.g. Bruner, 1974).
Joint attention difficulties have long been considered to one of the most reliable indicators for a diagnosis of child autism (see Bruinsma, Koegel, & Koegel, 2004, for a review; Mundy, Sigman, Ungerer, & Sherman, 1986; Carpenter, Pennington, & Rogers, 2002). However, there are many reasons why we should be cautious about considering joint attention per se to be reliable indicator of shared intentionality. One key reason is that the term is ambiguous and encompasses a variety of child behaviours. These include children’s responses to interlocutor joint attentional engagement, such as gaze-following and point following (Response to Joint Attention or RJA) and child Initiation of Joint Attention (IJA), as in hold-outs and showing (e.g. Cameron-Faulkner, Theakston, Lieven, & Theakston, 2015) and declarative pointing (e.g. Bates, Camaioni, & Volterra, 1975). According to Tomasello and colleagues, in ‘true’ joint attention the child has at some level a ‘bird’s eye view’ of the interaction which includes both the child’s roles and goals as well as those of the partner (e.g. Tomasello & Moll, 2010).
Most studies on joint attention in autism have been carried out with children who are at least two years of age (although see Clifford & Dissanayake, 2008, for a review of home video studies). An alternative method is to follow a sample of so-called ‘high risk’ children from early infancy until the time point when usually around 20% are diagnosed with autism. These ‘high risk’ children are usually siblings of children with autism. In one such study, Rozga et al. (2011) found that at 12 months, those children who later received a clinical diagnosis of autism using the ADOS did not differ from controls regarding following a point to a picture in a book (which might plausibly be achieved via fairly low-level target-following mechanisms).
It may be that many children with autism do not have difficulty gaze-following or point-following if this only requires a fairly low-level automatic response to a physically salient target within the immediate visual field (i.e. an obvious target), in a similar manner to gaze-following exhibited by typically-developing infants at three months (e.g. D’Entremont, 2000). Indeed, Leekam, Hunnisett, and Moore (1998) found that the majority of their autistic sample did spontaneously follow gaze; those that did not tended to have a very low verbal mental age for their chronological age, suggesting that mechanical gaze-following deficits in children with autism may be due to attention difficulties associated with severe intellectual disability.
The possibility that joint attention, if defined loosely as simple gaze-following, may in some cases be driven by fairly low-level mechanisms has led to a movement towards the definition of more precise sub-types of joint attention. Importantly, even a conscious ‘monitoring’ of someone else’s attention (e.g. looking where someone else is suddenly looking to see if there is something interesting) does not necessitate that attention is ‘shared’ in any way. In contrast, shared attention does require a consideration of the knowledge shared with the other individual (e.g. Siposova & Carpenter, 2019). For example, another individual might point to a plate but how we interpret this will differ given our shared background knowledge. For example, this point could mean ‘Put that in the dishwasher’ or it might mean ‘why are you using your sister’s special plate?’. The ability to interpret reference in an interlocutor-specific manner might appear to be something we would predict to be impaired in autism.
However, a recent study by Malkin, Abbot-Smith, Williams, and Ayling (2018) in fact found equivalent performance between a group of 5- to 7-year-olds with autism and well-matched typically-developing controls. This study adapted a paradigm developed by Liebal et al. (2009), in which each child first engages with one experimenter (E1) in an activity that has a missing piece (e.g. marble). The same child then engages with another experimenter (E2) in a different activity which also has a missing piece – the same missing piece. In this particular study, the test trials required the children to interpret a verbal referring expression ‘it’. On the test trials, either E1 or E2 (Requester) pointed to the missing piece and said ‘Now you can do it’ and the dependent measure was whether the child then inserted the missing piece into the particular activity with which they had previously engaged with the requester. Both groups were equally likely to successfully insert the missing piece into the activity which they had shared with the Requester. To rule out the possibility that children might simply blindly associate the Requester with a particular game, Malkin et al. (2018) included a control condition, in which the Requester had sat next to but had not engaged with the child in that activity. Here, both groups were at chance, indicating that experimental trial performance was not due to blind association.
At face value, one might conclude that these children with autism did understand what they had shared (as ‘we’) with the requesting experimenter. However, this task might in fact be resolved without the concept of shared intentionality, as long as the children have the motivation to help (which is present in children with autism, see Liebal et al., 2008: Study 1) and if they can understand goal-directed action. That is, the children could have tracked the actions of E as she engaged in a task and then have connected her reference to the last activity in which E had engaged.
In contrast to findings for Response to Joint Attention, difficulties with the Initiation of Joint Attention (IJA) are much more consistently found in young children with autism (Rozga et al., 2011; Landa, Holman & Garrett-Mayer, 2007; Macari et al., 2012). However, evidence for early impairments in IJA in autism cannot straightforwardly been taken as evidence for atypical shared intentionality in autism. It is possible, for example, that difficulties with IJA in individuals with autism derive from difficulties either with self-generated visual attention and / or atypical visual processing, which makes it difficult to detach visual attention from salient objects (see e.g. Mundy et al., 2009).
Collaboration:
Collaboration is, in contrast, pivotal for the question of whether children with autism engage in shared intentionality. Moreover, collaborative interactive tasks are more analogous to conversation than are the aforementioned tasks. Collaborative tasks require turn-taking and an understanding of each partner’s ‘role’ in the overall project, just as is the case in conversation. In addition, collaborative tasks implicate a commitment to the partner; one cannot simply abandon the collaborative partner just as one cannot walk off mid-conversation.
Before we discuss collaborative abilities in autism, it is important to first define what collaboration means. One of the most widely applied definitions of ‘collaboration’ is that of Bratman (1992), who argues that this term describes a situation where (at least) two individuals are aware that they are engaging in a joint activity which has a joint goal, which they share the intention to work towards. Notably, while a joint activity includes the co-ordination of the actions of two individuals, this co-ordination of action does not of itself constitute collaboration. Brownell (2011) describes a series of examples from other species (e.g. penguins) where action is jointly co-ordinated but nonetheless does not meet the criteria for collaboration. Moreover, although the two individuals must co-ordinate in order to collaborate, this of itself does not of itself constitute collaboration; that is, when we collaborate, we are committed to the joint goal that both individuals should benefit from collaboration (e.g. Tuomela, 2007). To illustrate, while chimpanzees co-ordinate with one another if this leads to the greatest gains (here: food) for the self (e.g. Melis, Hare, & Tomasello, 2006), this does not then lead to a motivation to then share the rewards (e.g. Hamann, Warneken, & Tomasello, 2012) – hence, they do not truly collaborate with one another.
We first outline studies which have either utilised the Prisoner’s Dilemma task (see Nash, 1951) or related paradigms such as the Ultimatum Game. While group differences tend to be found, impairments for individuals with autism are relatively mild (e.g. Sally & Hill, 2006; Tayama et al., 2012; Kaartinen et al., 2019). However, these tasks do not constitute collaboration for the following reasons. First, no action co-ordination is required. Second, the decisions to act are made on an entirely individual basis and third, the motivation of the individual could simply be one of ‘using’ the other person in order to achieve the end reward (see Tomasello & Hamann, 2012, for discussion). Thus, these tasks do not assess the concept of or motivation for shared intentionality implicit in true collaboration (e.g. Tuomela, 2007).
In contrast, three studies used co-operative social games with a problem-solving element, each requiring two participants. To illustrate, one apparatus involved a set of double tubes where one play partner might insert a ball into the end of one of the tubes so that the other play partner could catch it in a tin. The tubes were too long for the child to play both roles simultaneously. The child needed to flexibly work out (a) which tube end was the relevant one on a particular trial and (b) switch between the ball-insertion role and the cup-collector role. Importantly, in this paradigm, the experimenter simply desisted playing (fake termination) at one point so that the child’s attempts to re-engage the experimenter could be assessed.
All three studies found deficits in comparison to control groups matched on mental age (Liebal, Colombi, Rogers, Warneken, & Tomasello, 2008: Study 2; Colombi et al., 2009; Li, Zhu, Liu, & Li, 2014). In the first study, Liebal et al. (2008: Study 2) assessed pre-schoolers who were intellectually impaired. Their focus was whether the child attempted to re-engage an experimenter after E faked termination. In this particular study, the only real between-groups difference was found in the use of eye-gaze as an attempt to re-initiate an interaction. Since an impairment in the initiation of joint attention (IJA) is one of the core symptoms of autism – and one which is compatible with numerous theoretical approaches – the results of Liebal et al. (2008, Study 2) do not, therefore, support a difficulty with shared intentionality specifically.
That said, Liebal et al.’s (2008) results were replicated (in a sample of intellectually high-functioning primary-school aged children with autism) using a slightly different dependent variable (Li et al., 2014). Here, during E’s ‘fake termination’ phase, Li et al. (2014) awarded children a point either if they attempted to re-engage E or if they waited patiently at their end of the apparatus. Not only did Li et al. (2014) find significant between-group differences, they also found that the performance in the autistic group was related to difficulties with cognitive flexibility (i.e. perseverative errors on a card-sorting task), when controlling for non-verbal IQ and age.
Colombi et al. (2009) used the same paradigm but their dependent variable was the degree of co-ordination between the child and experimenter prior to the fake termination (e.g. does the child choose the wrong tube or else not throw the ball / hold the can). Again, the autism group showed significantly less co-ordination than the Developmental Delay control group. Regression analyses indicated that imitation, joint attention skills and child diagnostic status all significantly contributed to the ‘co-ordination’ outcome variable, whereas intention-reading skills and verbal mental age did not. However, individuals with autism might find this type of co-ordination difficult due to the cognitive flexibility requirements inherent in holding two different roles (e.g. baller-thrower and cup-holder) in mind. Worse, cognitive flexibility is impaired in autism (see Lai et al., 2017, for a meta-analysis) and it is also very closely related to social cognition in typical development (e.g. Kloo & Perner, 2003). This suggests that future studies should control for certain aspects of executive functioning, which is an issue we will return to at the end of the chapter.
A more potentially revealing collaboration study is that of van Ommeren, Begeer, Scheeren, and Koot (2012). Here individuals with autism were compared to age- and vocabulary-matched typical controls on how they engaged in a collaborative drawing task. Interestingly, the group differences lay not in the willingness or ability to collaborate per se. Instead, there was an interaction, whereby the individuals with autism were impaired only when the goal of the collaboration was determined by the experimenter (rather than by themselves). This would appear to suggest that the individuals with autism did not ‘share’ intentions in these collaborations but instead preferred to ‘direct’ the intentions of others, which fits with anecdotal reports that many ‘active but odd’ children with autism seek to direct or control any joint play they engage in.
The only study which appears to indicate a clear motivation to socially engage during a co-operative task is that of Kimhi and Bauminger-Zviely (2012). In this study, intellectually high-functioning three- to six-year-olds with autism collaborated with peers on a problem-solving task balancing weights on a scale, where a given child could only manipulate one weight at a time (and thus required a partner to resolve the task). The design crossed Diagnostic Status (autistic / neurotypical) with the Friendship Status of the partner; each child carried out the task twice, once with a friend and once with a (matched) non-friend. The autistic group made less ‘sharing’ comments relating to the success vs. failure of the task but was also more responsive to suggestions from their collaborating peer than was the typical control group. Regarding the latter variable, children (conflated over group) were more responsive to friends than to non-friends. Children were also more reciprocal and showed more signs of having fun (e.g. laughter) when collaborating with a friend than with a non-friend. Interactions between Diagnostic Status and Friendship Status were not reported but the implication is that these were not significant. In sum, Kimhi and Bauminger-Zviely’s (2012) findings are not entirely straightforward to interpret; they imply that this sample of children with autism were more motivated to engage with friends than non-friends (suggesting a motivation for social proximity (see Over, 2016)) but it is not clear from this study whether they understood that they were working towards a shared goal.
Thus, on the whole, almost all published studies of collaboration / co-operation find at least one significant difference between children with autism and their typically-developing peers in a task which could potentially be argued to assess shared intentionality. Nonetheless, there is simultaneously evidence that children with autism co-ordinate and that at least some sub-groups are motivated towards social proximity.
None of this evidence is sufficiently clear cut. We sorely need in the autism literature more stringent tests of engagement in shared intentionality. For example, typically-developing three-year-olds demonstrate an awareness that the establishment of a mutual or joint goal creates the expectation that they should not abandon the collaboration mid-way (e.g. Gräfenhain, Behne, Carpenter, & Tomasello, 2009). They also tend to share rewards gained via joint effort over and above their baseline sharing tendencies (e.g. Hamann et al., 2012). These types of paradigms and measures need to be carried out with children with autism before we can draw any conclusions about their engagement in shared intentionality.
Would difficulties in shared intentionality lead to impairments in nuts-and-bolts language?
Tomasello (2008) is clear that without shared intentionality, then phylogenetically the evolution of nuts-and-bolts language would not have been possible. If applied to ontogenesis, this might raise a conundrum. As Lieven (2016, p. 348) notes:
Children diagnosed with autism spectrum disorder show impairments in early joint attention and later in the pragmatic uses of language, but some of them show relatively intact structural language… Much more research is needed to work out how these children manage this and to explore the possibility of different routes into the learning of language structure…

With regards to morpho-syntax (and its conventional mapping onto sentential meaning), shared intentionality is probably not necessary for its acquisition (although it might be beneficial) for the simple reason that children do not have to establish through collaboration new linguistic conventions from scratch; the evolution of language has already occurred. Rather, children can use statistical learning to learn the distributional properties of a pre-established system. Importantly, as we have seen, statistical learning does not on whole appear to be impaired in autism, at least not in those children who end up with nuts-and-bolts language test scores in the ‘typical’ range. Therefore, one might think that it is possible to develop a usage-based account in which those children with autism with unimpaired statistical learning are predicted to have an unimpaired ability to learn the phonology and syntax of their language but (due to difficulties with the concept of shared intentionality) impaired pragmatic language skills. This would fit with reviews of language difficulties in autism, in which it is argued that children with autism tend to be relatively unimpaired in phonology and syntax but do show impairments in semantics (particularly more abstract word meanings) and – of course – pragmatics (Boucher, 2012).
Unfortunately, such an account would fail to consider how children learn word meanings and – worse – the crucial role that words are proposed to play in syntactic development in the usage-based approach. That is, early syntactic knowledge is argued to be organised around certain high-frequency words. A child may have a lexically-specific construction such as can’t’ in which she is able to insert certain verbs (e.g. Pine et al., 1998). Moreover, children also have to map the meanings of certain syntactic constructions (e.g. English passive X gets VERBed) onto their prototypical meanings (e.g. ‘AFFECTED-THING’ + ACTION-AFFECTING). If a child has difficulty learning word meanings in the first place, then – according to the usage-based account – s/he would also show an initial delay for syntactic development.
Therefore, the key question is what exactly usage-based accounts predict regarding word learning for children who do not naturally seem to engage in shared intentionality. Unfortunately, usage-based accounts have to date been somewhat ambiguous on this point. What is fairly clear is that typically-developing children can and do use a variety of cues to map word meanings onto new words and that the joint attentional frame is not a prerequisite for word learning (e.g. Brandone, Pence, Golinkoff, & Hirsh-Pasek, 2007; see also Lieven, 1994, regarding cross-cultural differences). Indeed, typically-developing and even children with autism can learn the meaning of new words by ‘listening in’ to the verbal interaction of third parties (e.g. Luyster & Arunachalam, 2018). The only plausible means by which children could learn word meanings in some of these ‘learning through overhearing’ paradigms is through determining the goals of the speaker. While there is controversy regarding whether the ability to determine the goals and intentions of others is impaired in autism (Huang, Chiang, & Hung, 2017; Williams & Happe, 2010), understanding of goal-directed action appears not to be impaired in many contexts (Aldridge, Stone, Sweeney, & Bower, 2000; Carpenter, Pennington, & Rogers, 2001; Charman et al., 1997; see Hamilton, 2009, for a review).
Logically, the ability to follow the eye-gaze of others would be a useful cue to the intentions of others when learning word meanings. Here, findings for autism are not completely clear cut. In the experimental word learning literature, some studies have found that children with autism do not take the experimenter’s eye-gaze direction cue into account when determining which novel word is the target word and instead map the novel word in a blind associationist manner onto the object they themselves are looking at when they hear the new word (e.g. Preissler & Carey, 2005; Baron-Cohen, Baldwin, & Crowson, 1997; see also Parish-Morris, Hennon, Hirsh-Pasek, Golinkoff, & Tager-Flusberg, 2007, when object salience conflicts with eye gaze cues). In contrast, there are now a number of studies which have found that children with autism can appropriately use the speaker’s eye-gaze cues in novel word learning tasks (e.g. Luyster & Lord, 2009; Bani Hani, Gonzalez-Barrero, & Nadig, 2013; Norbury, Griffiths, & Nation, 2010). More research is needed to unpick the key factors involved. But what is clear is that a surprisingly large proportion of children with autism do not have any difficulties in gaze-following (e.g. Leekam et al., 1998) and that word learning can often occur even when children are not adept at gaze following (e.g. Preissler & Carey, 2005).
Nonetheless, while joint attention may not be necessary, it is beneficial for word-learning. The degree of impairment in joint attention has been found in numerous studies to predict later language development (e.g. Charman et al., 2003) and indeed language development many years later (e.g. Sigman & Ruskin, 1999). Many have argued that the ability to initiate joint attention is particularly beneficial for nuts-and-bolts language development in autism (e.g. McDuffie, Yoder, & Stone, 2005; see also Mundy et al., 2009). Indeed, some of the most successful interventions for nuts-and-bolts language impairment in children with autism involve treatments that target joint attention (see Murza, Schwartz, Hahs-Vaghn, & Nye, 2016, for a meta-analysis). Thus, a large body of evidence from naturalistic child language suggests that relatively unimpaired joint attention skills are a definite advantage for nuts-and-bolts language development in children with autism.
It is therefore possible to develop a usage-based account in which it is argued that children with autism use the same mechanisms as do typically-developing children to learn nuts-and-bolts language. That is, the abilities to (a) understand goal-directed action and (b) proficiently engage in statistical learning are both essential for nuts-and-bolts language development. The ability to engage in shared attention is beneficial but perhaps not essential. Interestingly, there is tentative evidence (e.g. Roser, Aslin, McKenzie, Zahra, & Fiser, 2015) that some intellectually high-functioning autistic individuals may actually outperform their typically-developing peers in some aspects of statistical learning. This could tie in with other suggestions that some individuals with autism might have enhanced phonological and auditory processing skills (e.g. Norbury et al., 2010), which might plausibly provide an additional boost where joint attentional skills are somewhat lacking.
Would difficulties in shared intentionality lead to impairments in pragmatics?
Regarding pragmatic language development, the usage-based account unambiguously predicts that an individual who either has difficulties understanding the concept of shared intentionality or else is not motivated to share intentions in this way will be impaired in the ability to engage in naturalistic conversation (e.g. Searle, 1990; Tomasello, 2018). That is, conversation requires an understanding of the topic that is co-constructed by both conversation partners, allowing each to follow in on the partner’s previous turn with an utterance which elaborates and expands it (see (3)).
(3)
Child 1:I saw a lion at the zoo.

Child 2:Oh, when I went, I saw a really cheeky monkey.





Two studies to date have examined longitudinal relationships in children with autism between their joint attentional skills in the second year of life and their pragmatic language skills mid primary-school age (Greenslade, Utter, & Landa, 2019; Gillespie-Lynch et al., 2015). While Greenslade et al. (2019) found significant correlations, Gillespie-Lynch et al. (2015) did not. However, the latter study only assessed pragmatic language via a parental questionnaire and both studies suffered from low power. No studies have assessed potential relationships between the ability to engage in collaboration and pragmatic language skills (although a couple have used collaboration paradigms to ameliorate pragmatic language difficulties in Autism Specturm Disorder [ASD] and related disorders, see e.g. Murphy, Faulkner & Farley, 2014; Bauminger-Zviely, Eden, Zancanaro, Weiss, & Gal, 2013). Indeed, were a significant relationship to be found between concurrent pragmatic language skills and collaboration, it would be difficult to know the causal direction, since older children use verbal language in order to collaborate. However, there are some promising preliminary findings regarding pragmatics (or verbal social communication) from intervention programmes designed to foster peer collaboration during play (see e.g. Owens, Granader, Humphrey, & Baron-Cohen, 2008). If training children with autism to collaborate non-verbally were found to lead to improved conversation skills, this might indicate that the concept of shared intentionality is an important keystone for conversation skill.
General conclusions
Usage-based theories of language development do a good job of providing an internally logical account of how both nuts-and-bolts language (phonology, morpho-syntax, the lexicon) and pragmatic language develop in typically-developing children, on the one hand, and in children with Developmental Language Disorder (DLD) or autism, on the other. Findings from language development in DLD do not support predictions from linguistic nativist theories (see also Thomas & Karmiloff-Smith, 2003). Instead, the specific areas of morpho-syntactic impairment in DLD are determined by characteristics of relative frequency, salience and systematicity of marking in the particular language the children are learning (e.g. Leonard, 2000). Difficulties in statistical learning may well turn out to be causally related to prototypical impairments in DLD but future investigation of this awaits the development of more reliable measures of statistical learning (e.g. Krisnan & Watkins, 2019).
Language development in autism is also consistent with the usage-based approach. Studies of the role of the input, although scant, indicate that nuts-and-bolts language development is positively predicted longitudinally by the degree of morpho-syntax complexity in caregiver speech (e.g. Bang & Nadig, 2015; Venker et al., 2015; Fusaroli et al., 2019), just as is the case for nuts-and-bolts language development in typically-developing children (e.g. Hurtado, Marchman, & Fernald, 2008).
Statistical learning appears (at the group level) to be unimpaired in children with autism who have nuts-and-bolts language scores in the typically-developing range (see e.g. Obeid et al., 2016; Foti et al., 2015; for meta-analyses). Moreover, quite a number of studies have failed to find group-level differences in the ability to interpret the intentions underlying at least certain types of non-verbal goal-directed action (e.g. Aldridge et al., 2000; Carpenter et al., 2001; Charman et al., 1997; Hamilton, Brindley, & Frith, 2007; Colombi et al., 2009). Thus, according to usage-based theorists, the fact that these two abilities are relatively intact should be sufficient for morpho-syntax and indeed many aspects of word meaning to develop typically. However, to be able to draw any firm conclusions here, further research is needed to investigate statistical learning in a sample which includes children with autism from the full range of nuts-and-bolts language abilities. If this were assessed longitudinally, it would be possible to determine whether good (or perhaps even better than average, see Norbury et al., 2010) statistical / procedural learning skills are an important predictor of nuts-and-bolts language development in autism.
This leads us to the role that shared intentionality plays in usage-based theory and whether the development of this is atypical in children with autism. While it is clear that the initiation of joint attention is almost always impaired in children with autism, this is of itself not an indication that the motivation for shared intentionality is atypical, since this could be driven in part by difficulties in generating motor movement, atypical visual processing or difficulties with cognitive flexibility. Experimental measures of shared attention would be more revealing, but the only study to date (Malkin et al., 2018) did not find group level differences. Tests of joint commitment understanding have not yet been undertaken with children with autism. Thus, if shared intentionality turns out to be unimpaired in autism, then studies of pragmatic language development in children with autism are of limited relevance for usage-based theory.
However, studies using co-operation paradigms have tended to find that autistic groups perform more poorly than their typically-developing peers (e.g. van Ommeren et al., 2012; Li et al., 2014; Colombi et al.,2009; Liebal et al., 2008). Moreover, it is very easy to make a logically coherent case that the verbal and non-verbal social communicative and interaction difficulties, which are diagnostic for autism (see Bottema-Beutel, Kim, & Crowley, 2019), could be at least in part accounted for in terms of either a difficulty understanding how one might work with another towards a joint goal (including a joint communicative goal), or else a difficulty understanding the obligations which this joint goal incurs, or else a lack of motivation to engage in either joint action or joint commitment. Of course, one obvious question that arises here is whether proposing that individuals with autism have a core impairment in shared intentionality is the old ‘Theory of Mind deficit’ (e.g. Happé, 2015) in other clothing. In fact, shared intentionality has a much more logical connection than does Theory of Mind with the ability to initiate and respond in conversation, and with using contingent discourse to enable a conversation to flourish. Understanding which follow-in comments are relevant to the conversation topic does not always necessitate an in-depth understanding of the content of the conversation partner’s mental life. It certainly does not require a child to understand whether the conversation partner may hold false beliefs. Rather, the fact that second-order false belief understanding tends to correlate with discourse contingency in autism (e.g. Hale & Tager-Flusberg, 2005) is probably because Theory of Mind is itself derivative of the intermingling of shared intentionality and language development (see Tomasello, 2018, for an elaboration).
In contrast, the difficulties shown by even high-functioning children with autism with greetings, maintaining discourse in an appropriate manner, the increased tendency to give null responses or even wander off mid conversation (e.g. Sng et al., 2018) seem (at least superficially) to suggest that these children do not fully understand the degree to which they are or are not committed to the co-construction of a conversation with another individual. However, to date the connection between shared intentionality and conversation skills remains a hypothesis and it is highly likely that in fact many pragmatic deficits seen in autism have a multi-causal route. For example, there is a prevalent tendency amongst intellectually high-functioning children to talk about the same topic repeatedly and / or direct the same statement or question to the same interlocutor on multiple occasions (see Bauminger-Zviely, Karin, Kimhi, & Agam-Ben-Artzi, 2014; Paul, Orlovski, Marcinko, & Volkmar, 2009). This might relate in part to difficulties with understanding what has or has not been shared with a particular conversation partner (shared intentionality via common ground understanding) but it might also be in part due to difficulties with episodic memory (e.g. Lind, Williams, Bowler, & Peel, 2014). Similarly, many intellectually high-functioning children with autism tend to monologue ‘at’ their conversation partners, completely ignoring signals that their conversation partner wishes to have the floor (e.g. Paul et al., 2009). This might be in part due to difficulties understanding the ‘sharing’ component of shared intentionality, but it might also in part be due to difficulties with inhibitory control. Thus, studies of pragmatic language in children with autism should ideally include measures of executive functioning as well as stringent tests of the ability to engage in shared intentionality.
Summary
In sum, evidence from neuro-developmental disorders provides support for usage-based claims that specific aspects of the language input are extremely important for child acquisition not only of lexical items but also of morpho-syntax. The evidence for this positive influence is now abundantly clear even in heritable disorders such as autism (e.g. Fusaroli et al., 2019). Regarding statistical learning, the link to difficulties acquiring nuts-and-bolts language is certainly suggestive (see also Kidd & Arciuli, 2016, for typically-developing children), but the field ideally needs more reliable measures here. Finally, it would be possible to develop an account of autistic pragmatic language difficulties in which difficulties (or lack of motivation) with engaging in shared intentionality form part of the solution to the puzzle.
Future directions
Crucially, future research needs to start taking much more seriously the immense behavioural heterogeneity within both the DLD and the autism population. To give just one example, while for many individuals with autism it might seem plausible to suggest an impairment in the motivation to share psychological states with others (e.g. Tomasello et al., 2005), a sizeable sub-group show a clear motivation to socially approach others. These types of children were originally characterised as ‘active but odd’ (Wing & Gould, 1979). Some children with autism are reported to actively seek friends and even score above the typically-development mean in terms of playground joint engagement (e.g. Calder, Hill, & Pellicano, 2013; Locke, Williams, Shih, & Kasari, 2017). Thus, solely using group-level designs prevents us from drawing firm conclusions about the developmental pathway leading to difficulties either with nuts-and-bolts or with pragmatic language (or with both). Large-scale longitudinal individual differences study are essential.
In addition, we need to develop reliable and scalable means of assessing the following: statistical learning, the ability to understand that one is working towards a shared goal (as defined by Siposova & Carpenter, 2019), and the ability to understand the joint commitment this entails. An ideal means of assessing the latter would tease apart the ability from the motivation to engage in shared intentionality.
Finally, to really tease apart causal mechanisms, we need to include executive functions measures to determine whether these usage-based learning mechanisms can account for language development over and above other plausibly related causal factors. Only these types of studies will allow the field to gain real insight into the degree to which usage-based mechanisms can account for language learning in neuro-developmental disorders.
Note
1.Difficulties in DLD with visual serial reaction time tasks have also been argued to provide supporting evidence for Ullman and Pierpont’s (2005) ‘Procedural Deficit Hypothesis’ account of DLD. However, the PDH prediction that the lexicon and irregular morphemes should be relatively unimpaired in DLD does not receive consistent cross-linguistic support. ①
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